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★ Seeks to understand matter and its

interactions at the fundamental level.

★ The standard model (SM) is currently

the best description that we have about

the subatomic world.

★ Within the SM context, the interaction

between the fundamental blocks of

matter – the leptons and quarks – are

mediated by the four fundamental forces.
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Why are there three 
generations of matter?

Why does the Higgs boson 
has a mass of 125 GeV?

Why do neutrinos 
have mass?

What is dark matter?
Is there a particle 
associated with gravity?
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Super-Kamiokande
(Neutrino Observatory))
Japan, underneath mount Ikeno
First evidence of neutrino oscillation

Tevatron (Particle Accelerator)
Illinois, USA
Top quark discovery

Large Hadron Collider 
(Particle Accelerator)
Switzerland
Higgs boson discovery

Large, complex datasets that pose a challenge to conventional information processing systems – how 
can we speed up some computational tasks?
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Classical 
Mechanics

Relativistic 
Mechanics

Quantum 
Mechanics

Quantum 
Field 

Theory
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Think about chemistry, 
molecules

Think about quarks and 
gluons.
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such as entanglement, superposition, interference
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“ Nature isn’t classical, dammit, and if you 

want to make a simulation of nature, you’d 

better make it quantum mechanical, and by 

golly it’s a wonderful problem, because it 

doesn’t look so easy” 

– Richard Feynman
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HIlbert space is a 
big place!
Carlton Caves

With 275 qubits, we can 
represent more 
basis/computational states than 
the number of atoms in the 
observable universe.

2!"#
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HIlbert space is a 
big place!
Carlton Caves

With 275 qubits, we can 
represent more 
basis/computational states than 
the number of atoms in the 
observable universe.

2!"#

But it is also very hard! –
Andrea Delgado
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Applications in High-Energy Physics : 
Quantum Machine Learning



Bauer, C. W., et al Quantum Simulation for High Energy Physics, 
arXiv: e-Print: 2204.03381 [quant-ph]

Quantum Machine Learning

o Supervised learning: Classification based on kernel 

methods, optimization.

o Unsupervised learning: Generative modeling, data 

augmentation.

Field theory simulation

o Mapping

fermionic/bosonic

degrees of freedom into

quantum system.

o Significant overlap with

condensed matter.
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Quantum Machine Learning

o Supervised learning: Classification based on kernel 

methods, optimization.

o Unsupervised learning: Generative modeling, data 

augmentation.

The focus of this talk
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The main goal of Quantum Machine Learning (QML) is to speed things up by applying what we know from 
quantum computing to machine learning

QML takes elements from classical machine learning theory, and views quantum computing from that lens
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o Exponentially 

large Hilbert 

space

o Entanglement

o Superposition

o Interference

o Inference

o Optimization

o Fitting over a large 

feature/hyperpara

meter space
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The main goal of Quantum Machine Learning (QML) is to speed things up by applying what we know from 
quantum computing to machine learning

QCs can naturally solve certain problems with complex relations between inputs that can be incredibly hard for traditional, or 
“classical”, computers. This suggest that learning models made on QC may be dramatically powerful for select applications, 

potentially boasting faster computation, better generalization on less data, or both. 
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o Exponentially 

large Hilbert 

space

o Entanglement

o Superposition

o Interference

o Inference

o Optimization

o Fitting over a large 

feature/hyperpara

meter space

o Linear algebraic 

problems

o Kernel methods

o Optimization

o Deep quantum 

learning

Andrea Delgado - QML4HEP - KIAS Workshop on AI and Quantum Information Applications in Fundamental Physics 14



CQ CC

QQ QC

quantum classical

cl
as

si
ca

l
qu

an
tu

m

Type of algorithm

The intersection of quantum computing and ML is rich! 
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classical ML on 
quantum data
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The intersection of quantum computing and ML is rich! 

“Neural-Network Quantum 
States”, arXiv:2204.12966
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• Chemical simulation
• Quantum matter 

simulation
• Quantum control
• Quantum networks
• Quantum metrology
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★ Motivated by access to cloud-based processors and commercial 
applications.

★ Developed for deployment on Noisy Intermediate-Scale 
Quantum (NISQ) devices.
o Few qubits,
o Noisy,
o Low gate fidelity – limits the number of operations that can be 

executed.
★ Applications in Quantum Machine Learning (QML) spurred by the 

release of Xanadu’s PennyLane / Google’s Tensorflow.
★ Co-design:

o Algorithmic development/research is adapting to match the pace of 
hardware development.

★ Hybrid frameworks to leverage benefits of both classical and 
quantum computing - variational quantum circuits.
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In both cases, learning describes the process of iteratively updating the model’s parameters towards a goal

Benedetti, arXiv:1906.07682

Input 
data

Input 
data

Task

Task
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Benedetti, arXiv:1906.07682
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Benedetti, arXiv:1906.07682

How to encode data into 
a quantum state?

1. Start from a feature vector x.
2. Optional: dimensionality reduction, PCA, etc.
3. Quantum embedding through a quantum 

feature map: Basis embedding, amplitude 
embedding. 

★ Havlicek, et al, arXiv:1804.11326
★ Schuld, Killoran, arXiv:1803.07128
★ Lloyd, Schuld, et al, arXiv:2001.03622
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Benedetti, arXiv:1906.07682

The “variational”, optimizable 
part of the circuit.

The “guess” or trial function is the unitary U parameterized by a set of 
free parameters 𝜃 that will be updated during training.
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Benedetti, arXiv:1906.07682

The measurement output is then used to 
construct a decision function, a probability 

distribution, a boundary, etc.

Quantum information is turned back into classical information by 
evaluating the expectation value of an observable, or measurement.
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Applications



Input Space Feature Space
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Quantum machine learning models for supervised learning and kernel 
methods are based on a similar principle.

A high-level overview, for more details check 
references: arXiv:2101.11020, Phys. Rev. Lett. 122, 

040504 (2019), Nature. vol. 567, pp. 209-212 (2019)
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To optimize a loss 
function of the form

Support 
vectors

Boundary/ 
decision line

Quantum machine learning models for supervised learning and kernel 
methods are based on a similar principle.

A high-level overview, for more details check 
references: arXiv:2101.11020, Phys. Rev. Lett. 122, 

040504 (2019), Nature. vol. 567, pp. 209-212 (2019)
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Data x living in  
space 𝝌

Quantum machine learning models for supervised learning and kernel 
methods are based on a similar principle.

Feature space 
Φ(x) 

𝐹𝑒𝑎𝑡𝑢𝑟𝑒
𝑚𝑎𝑝 Φ

Input space 𝝌

Quantum Hilbert 
space ⟩|Φ(x)

𝐸𝑛𝑐𝑜𝑑𝑖𝑛𝑔 𝑓𝑒𝑎𝑡𝑢𝑟𝑒
𝑚𝑎𝑝 Φ

Kernel Methods Quantum Machine Learning

Access via kernel 
manipulation Access via 

measurements

A high-level overview, for more details check 
references: arXiv:2101.11020, Phys. Rev. Lett. 122, 

040504 (2019), Nature. vol. 567, pp. 209-212 (2019)
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Construct a kernel 
matrix of the form

Quantum machine learning models for supervised learning and kernel 
methods are based on a similar principle.

A high-level overview, for more details check 
references: arXiv:2101.11020, Phys. Rev. Lett. 122, 

040504 (2019), Nature. vol. 567, pp. 209-212 (2019)
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𝑡 ̅𝑡𝐻(𝑏&𝑏)classification 
problem on 4,6, and 8 

qubit QSVM

”Higgs analysis with quantum classifiers”, Belis, Gonzalez-Castillo, et al., arXiv:2104.07692 (2021)

𝑡 ̅𝑡𝐻classificatio
n problem on 

20 qubit QSVM 
in simulation 

and 15 qubits in 
HW

”Application of Quantum Machine Learning Using the Quantum Kernel Algorithm on 
High-Energy Physics Analysis at the LHC”, Wu, Sun, Guan, et al., arXiv:2104.05059 (2021)
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Signal/background classification problem on 6 qubit QSVM

”Quantum Support Vector Machines for Continuum Suppression in B meson 
Decays”, Heredge, Hill, Hollenberg, Sevior, Computing and Software for Big 

science (2021) 5:27

Supernovae classification with QSVM at Google’s 
Sycamore processor

”Machine Learning of high-dimensional data on a noisy quantum processor”, Peters, 
Caldeira, Ho, et al., npj Quantum Information (2021) 7:161

The importance of choosing a good feature map The effect of noise in model performance
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Quantum Circuit Born Machines are generative models which represent 
the probability distribution of a classical dataset as quantum pure states

A high-level overview, for more details 
check references: Phys. Rev. A 98, 

062324 (2018), arXiv:2203.03578

𝟐𝒏𝒒𝒖𝒃𝒊𝒕𝒔 basis states or bins, i.e., 0000, 0001, 0010, etc.

Discretized Gaussian probability 
distribution over 𝟐𝒏𝒒𝒖𝒃𝒊𝒕𝒔 basis states or 

bins.
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Quantum Circuit Born Machines are generative models which represent 
the probability distribution of a classical dataset as quantum pure states

A high-level overview, for more details 
check references: Phys. Rev. A 98, 

062324 (2018), arXiv:2203.03578

Parameterized quantum circuit (PQC)

x 𝑛,-./01

𝜃,2
A PQC consists of layers or blocks of 

rotational and entangling gates that can 
be repeated to maximize the circuit’s 

expressibility.

Block of rotation gates, 
with tunable parameters Block of 

entangling gates Discussion on smart Ansatz choices in 
a few slides JAndrea Delgado - QML4HEP - KIAS Workshop on AI and Quantum Information Applications in Fundamental Physics 33



Quantum Circuit Born Machines are generative models which represent 
the probability distribution of a classical dataset as quantum pure states

A high-level overview, for more details 
check references: Phys. Rev. A 98, 

062324 (2018), arXiv:2203.03578

M
easurem

ent

Evaluate loss 
function on target 

and sampled 
distribution

Classical 
Optimization Gradient-based 

optimization

Parameter update
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Quantum Circuit Born Machines are generative models which represent 
the probability distribution of a classical dataset as quantum pure states

A high-level overview, for more details 
check references: Phys. Rev. A 98, 

062324 (2018), arXiv:2203.03578

Start End

QCBM trained on 4 qubits using cosine distance metric optimized using gradient-based optimizer (Adam). Hyperparameters: 
learning rate = 0.1, number of steps = 100 , 8192 shots.
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Can QCBM’s learn joint distributions? Yes!

Delgado, A., Hamilton, K. E., “Unsupervised Quantum Circuit Learning in High-
Energy Physics” PhysRevD 106, 096006
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Can QCBM’s learn joint distributions?

The effect of number of shots in training
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What about hardware noise?
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Model capacity in terms of parameter 
dimension D

Define regions of 
over/underparameterization?



”Conditional Born machine for Monte Carlo events generation”, Kiss, O., 
Grossi, M., Kajomovitz, E., Vallecorsa, S., arXiv:2205.07674

”Style-based quantum generative adversarial networks for Monte Carlo 
events”, Bravo-Prieto, C., Baglio, J., Ce, M., Francis, A., Grabowska, D., 

Carrazza, S., arXiv: 2110.06933

Andrea Delgado - QML4HEP - KIAS Workshop on AI and Quantum Information Applications in Fundamental Physics 40



Alvi, S. , Bauer, C., Nachman, B., 
arXiv:2206.08397

★On training from few data…
★ Low statistics vs significance

★QML is not going to solve big
data problems.
★ Encoding of classical information

cancels out any potential
quantum advantage.

★ Can we harness the intrinsically
quantum/physical structure of
our data?

★What can HEP do for QML?
★ i.e., unfolding quantum

computer readout noise.

Andrea Delgado - QML4HEP - KIAS Workshop on AI and Quantum Information Applications in Fundamental Physics 41
Nachman, B., et al, npj Quantum 
Information 6, 84(2020)



Analysis

Recent developments in quantum sensing has inspired novel ideas for dark
matter detection through quantum-enhanced techniques.

• Quantum sensors are able to detect very small changes in motion, electric and
magnetic fields.

★Open questions:
• Could they

complement BSM
searches at large-
scale facilities such as
the LHC?

• Can we couple QML
algorithms to these
devices?
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• Promising applications in HEP.
• Finding complex correlations in data.
• As a data augmentation tool.
• As input models for other quantum algorithms.
• To complement quantum-enhanced searches for BSM physics – i.e.

quantum sensor networks.

• Continuous variable QML applications continue unexplored.

• Applications to data analysis outside QML exist.

• Today I only featured some applications, most of them based
on discrete variable QC, targeted to IBM devices, but there
are many more!
• Delgado, A., Hamilton, K. E., Date, P., et al, “Quantum Computing for

Data Analysis in High-Energy Physics”, arXiv ePrint:2203.08805
[physics.data-an]
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