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Too early to give up!


Let’s check every loophole. 
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What if the NP signal 
is hidden in the 

shadow under the 
lamp?


We have been 
missing the signal.
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Two explanations
Two explanations for the absence of new 

particle signal 

1. The new particle is generically elusive at 
the LHC. 
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BSM signal

2. We did not search the right place.



A new particle  
which satisfies two conditions:


Very light fermiophobic Higgs boson 
 in type-I 2HDM 

9



1. Very light fermiophobic Higgs boson in Type-I 
2HDM   


2. Jet subparticles and pileups


3. Cut-based analysis 


4. Mass reconstructions


5. Machine Learning Techniques


6. Conclusions



1. Very light fermiophobic 
Higgs boson in Type-I 

2HDM   
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setting for the Higgs sector, considering two scenarios, the “normal” scenario where the

observed Higgs boson is the lighter CP -even scalar h and the “inverted” scenario where

the heavier CP -even scalar H is the observed one. In this general setup, we thoroughly

study the impact of the following theoretical and experimental constraints on the model:

• theoretical stabilities such as unitarity, perturbativity, and vacuum stability;

• electroweak precision measurements (through the S, T , and U parameters);

• Higgs boson signal strength measurements;

• direct searches of new scalars at the LEP, Tevatron, and LHC.

We find that in the Type-X 2HDM, the large and positive �a
obs
µ can be explained only

by huge t�(& 100) and light pseudoscalar mass MA. In this region, the decoupling of the

new CP -even neutral Higgs boson '
0 and the charged Higgs boson H

± is not consistent

with the theoretical stability. We will also show that the direct search bounds from the

LEP and LHC experiments exclude all the parameter region with MA . mhSM/2. For

future discovery, the LHC process of pp ! A'
0

! 4⌧ is to be suggested as a golden mode

to probe the entire parameter space where the observed �aµ is explained, and all the above

constraints are satisfied. These are our main results.

The paper is organized in the following way. In Sec. 2, we briefly review the Type-

X 2HDM and describe the characteristics of the normal and inverted scenarios in the

Higgs alignment limit. In Sec. 3, we discuss the new contributions of the Type-X 2HDM

to �aµ, presenting how significantly the observed �aµ a↵ects t� , MA, MH± , and m'0 .

Section 4 describes our strategies for scanning in three steps and shows the results of the

allowed parameter space at each step. Section 5 deals with the electron anomalous magnetic

moment and the LHC signatures. Conclusions are given in Sec. 6.

2 Type-X 2HDM

The 2HDM accommodates two complex SU(2)L Higgs doublet scalar fields, �1 and �2 [78]:

�i =

0

@
w

+
i

vi + hi + i⌘i
p

2

1

A , i = 1, 2, (2.1)

where v =
p

v
2
1 + v

2
2 = 246 GeV. Using the simplified notation of sx = sinx, cx =

cos x, and tx = tan x, we define t� = v2/v1. A discrete Z2 symmetry under which �1 !

�1 and �2 ! ��2 is imposed in order to prevent the tree-level flavor changing neutral

currents [79, 80]. Then the renormalizable and CP conserving scalar potential with softly
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• Two Higgs doublet fields

• Discrete Z2 symmetry to avoid tree-level FCNC

Parameter Input Value PDG 2021

mW [GeV]
80.379(12) 80.361(6) �1.47 80.357(6) �1.86 – – – – [2]

80.4335(94) – – – – 80.381(5) �5.80 80.357(6) �8.53

�↵
(5)
had

1 0.02761(11) 0.02756(11) �0.44 0.02716(38) �4.06 0.02746(10) �1.37 0.02603(36) �14.37 [? ? ? ]

mh [GeV] 125.25(17) 125.25(17) �0.02 92(21)(18) �193.26 125.24(17) �0.06 42(10)(8) �489.71 [2]

mt [GeV]2 172.76(58) 173.02(56) 0.45 176.2(20) 5.83 174.04(55) 2.19 184.2(16) 19.55 [2]

↵s(mZ) 0.1179(9) 0.1180(9) 0.14 0.1193(9) 1.53 0.1177(9) �0.26 0.1152(29) �0.22 [2]

�W [GeV] 2.085(42) 2.0905(5) 0.13 2.0905(5) 0.13 2.0919(5) 0.16 2.919(5) 0.16 [2]

�Z [GeV] 2.4952(23) 2.4942(6) �0.45 2.4940(7) �0.51 2.4946(6) �0.26 2.4945(7) �0.31 [? ]

mZ [GeV] 91.1875(21) 91.1882(20) 0.34 91.2037(90) 7.72 91.1909(20) 1.63 91.2393(77) 24.66 [? ]

A
0,b
FB 0.0992(16) 0.1031(3) 2.44 0.1033(3) 2.54 0.1036(3) 2.72 0.1037(3) 2.83 [? ]

A
0,c
FB 0.0707(35) 0.0737(3) 0.85 0.0737(3) 0.85 0.0740(3) 0.95 0.07404(25) 0.95 [? ]

A
0,`
FB 0.0171(10) 0.01623(10) �0.87 0.01622(10) �0.88 0.01637(10) �0.73 0.01636(10) �0.74 [? ]

Ab 0.923(20) 0.93462(4) 0.58 0.93462(4) 0.58 0.93464(4) 0.58 0.93464(4) 0.58 [? ]

Ac 0.670(27) 0.6679(2) �0.08 0.6679(2) �0.08 0.6682(2) �0.07 0.6682(2) �0.07 [? ]

A`(SLD) 0.1513(21) 0.1471(5) �2.00 0.1469(5) �2.10 0.1478(5) �1.70 0.1476(5) �1.78 [? ]

A`(LEP) 0.1465(33) 0.1471(5) 0.18 0.1469(5) 0.12 0.1478(5) 0.37 0.1476(5) 0.32 [? ]

R
0
b

0.21629(66) 0.21583(10) �0.69 0.21582(10) �0.71 0.21580(10) �0.74 0.21579(10) �0.76 [? ]

R
0
c

0.1721(30) 0.17222(6) 0.04 0.17222(6) 0.04 0.17223(6) 0.04 0.17223(6) 0.04 [? ]

R
0
`

20.767(25) 20.735(8) �1.28 20.732(8) �1.40 20.733(8) �1.35 20.730(8) �1.48 [? ]

�
0
h
[nb] 41.540(37) 41.491(8) �1.34 41.489(8) �1.39 41.490(8) �1.35 41.488(8) �1.39 [? ]

sin2
✓
`

e↵(QFB) 0.2324(12) 0.23151(6) �0.74 0.23151(6) �0.74 0.23143(6) �0.81 0.23143(6) �0.81 [? ]

sin2
✓
`

e↵(Teva) 0.23148(33) 0.23151(6) 0.10 0.23151(6) 0.10 0.23143(6) �0.15 0.23143(6) �0.15 [? ]

mc [GeV] 1.27(2) 1.27(2) 0.00 – – 1.27(2) 0.00 – – [2]

mb [GeV] 4.18(3)(2) 4.18(3)(2) 0.00 – – 4.18(3)(2) 0.00 – – [2]

PDG from the global fit: (1)

m
PDG
W

= 80.357± 0.006 GeV

ATLAS[2017]:

m
ATLAS
W

= 80.370± 0.019 GeV

CDF[2022]:

m
CDF
W

= 80.4335± 0.0094 GeV

m
CDF
W

= 80.4335±0.0094 GeV [1]. The total uncertainty is less than 10 MeV and the central

value is about 76.5 MeV larger than the SM prediction: mSM
W

= 80.357± 0.006 GeV [2].

�1 ! �1, �2 ! ��1

1

II. REVIEW OF 2HDM

In the 2HDM, there exist two complex SU(2)L Higgs scalar doublet fields, �1 and �2 [77]:

�i =

0

@
w

+
i

vi + hi + i⌘ip
2

1

A , i = 1, 2, (1)

where v1 and v2 are the nonzero vacuum expectation values of �1 and �2, respectively. The

electroweak symmetry is broken by v =
p
v
2
1 + v

2
2 = 246 GeV. We define the ratio of two

vacuum expectation values to be tan � = v2/v1. For simplicity, we use the simplified notation

of sx = sin x, cx = cosx, and tx = tan x in what follows.

We additionally impose a discrete Z2 symmetry, under which �1 ! �1 and �2 ! ��2, to

avoid the flavor-changing-neutral-current (FCNC) at tree level [78, 79]. The scalar potential

with softly broken Z2 and CP invariance is

V = m
2
11�

†
1�1 +m

2
22�

†
2�2 �m

2
12(�

†
1�2 +H.c.) (2)

+
1

2
�1(�

†
1�1)

2 +
1

2
�2(�

†
2�2)

2 + �3(�
†
1�1)(�

†
2�2) + �4(�

†
1�2)(�

†
2�1)

+
1

2
�5

h
(�†

1�2)
2 +H.c.

i
,

where the m2
12 term softly breaks the Z2 parity. The model has five physical Higgs bosons, the

lighter CP -even scalar h, the heavier CP -even scalar H, the CP -odd pseudoscalar A, and a

pair of charged Higgs bosons H±. The weak eigenstates in Eq. (1) are linear combinations of

physical Higgs bosons through two mixing angles ↵ and �, of which the expressions are referred

to Ref. [80]. An important relation is the SM Higgs boson hSM with h and H:

hSM = s��↵h+ c��↵H. (3)

In the 2HDM, the observed Higgs boson at a mass of 125 GeV can be either h or H, which

is called the normal scenario (NS) and the inverted scenario (IS) [81, 82], respectively:

NS: mh = m125; (4)

IS: MH = m125,

where m125 is the observed Higgs boson mass. For the consistency with the SM-like Higgs

boson, the Higgs alignment limit has drawn a lot of attention, where h = hSM in the NS and

H = hSM in the IS. Even though the limit simplifies the phenomenology of the new Higgs

bosons such that H ! WW/ZZ, A ! Zh, and H
± ! W

±(⇤)
h are prohibited at tree level, it

may interfere with observing new scalar bosons at the LHC. Therefore, we do not impose any

conditions on the masses and couplings in advance when performing the random scan. Only

the theoretical and experimental constraints will restrict the parameter space.

We take six free parameters in the physical basis:

�
mh, MH± , MH , MA, m

2
12, t�, s��↵

 
. (5)

4

• SM Higgs boson: a linear combination of 2 CP-even Higgs bosons
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Two setups in Type-I

1. Inverted Higgs scenario

2. Fermiophobic light CP-even Higgs boson

of 2HDMC [? ], HiggsSignals [? ], and HiggsBounds [? ]. The SM-like Higgs boson

at a mass of 125 GeV demands c��↵ ' 1. For the Yukawa interactions of the SM fermions

parametrized by

L Yuk = �

X

f

⇣
mf

v
⇠
h

f
f̄fh +

mf

v

H

f
f̄fH � i

mf

v
⇠
A

f
f̄�5fA

⌘

�

(p
2

v
t
�
mt⇠

A

t P� + mb⇠
A

b
P+

�
bH

+ +

p
2m⌧

v
⇠
A

⌧ ⌫⌧P+⌧H
+ + H.c.

)
,

the Yukawa coupling modifiers in type-I are

⇠
h

f
=

c↵

s�
, 

H

f
=

s↵

s�
, ⇠

A

t = �⇠
A

b
= �⇠

A

⌧ =
1

t�
. (2.4)

The lighter CP -even Higgs boson h becomes fermiophobic if ↵ = ⇡/2. The fermiopho-

bic condition can be preserved at loop level by a suitable renormalization condition [? ? ].

In what follows, hf denotes h with ⇠
h

f
= 0. We summarize our model as

fermiophobic type-I: MH = 125 GeV, ↵ = ⇡/2. (2.5)

Note that the condition of ↵ = ⇡/2 yields

t� = �
c��↵

s��↵

, (2.6)

which implies s��↵ < 0 in the positive c��↵ scheme. In addition, t� � 1 for |s��↵| ⌧ 1:

t� = 10 (5) corresponds to s��↵ = �0.1 (�0.2). We impose the mass degeneracy of

MA = MH± ⌘ MA/H± to e�ciently satisfy the Peskin-Takeuchi oblique parameters [? ].

Then the model has four parameters of

{mhf
, MA/H± , m

2
12, t�}, (2.7)

which determine the quartic couplings in Eq. (2.2) as

�1 =
1

v2

⇥
m

2
hf

+ t
2
�

�
m

2
hf

� M
2
�⇤

, (2.8)

�2 =
1

v2

"
M

2
H +

1

t
2
�

�
M

2
H � M

2
�
#

,

�3 =
1

v2

h
2M

2
A/H± � M

2
i
,

�4 = �5 =
1

v2

h
M

2
� M

2
A/H±

i
,

where M
2 = m

2
12/(s�c�).

Two trilinear Higgs couplings play an important role in the phenomenology of hf . One

is the hf -H+-H� vertex for the decay of hf ! ��, and the other is the H-A-A vertex for

gg ! H
⇤
! AA. We define the scalar interaction Lagrangian by

Ltrilinear � v


�̂hH+H� hfH

+
H

� +
1

2
�̂HAAHAA

�
, (2.9)
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 : fermiophobic Higgs bosonhf
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?

Normal productions are prohibited!

Why is hf elusive? 
Production is suppressed.
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?

Normal productions are prohibited!

Gluon fusion productions  
are prohibited!

hf
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?

Normal productions are prohibited!

VBF is also prohibited!

• Near the Higgs alignment limit:

Contents

1 Introduction 1

2 Light fermiophobic Higgs boson in type-I 4

3 Scanning method and the characteristics of the high cuto↵ scale 6

3.1 Basic scanning for the viable parameter points with ⇤cut > 1018 GeV 6

3.2 Constraints from CDF 4�X and CMS W�� 9

4 E�cient channels to probe the fermiophobic Higgs boson 14

5 Signal-background analysis 18

5.1 Final state of ⌧
±
⌫�� 20

5.2 Final state of `
±
`
±
�� /ETX 23

6 Conclusions 25

1 Introduction

c��↵ ' 1 =) ghf�V�V ' 0

The second loophole, the omission of the e�cient discovery channels from the search

chart, also happens to the fermiophobic Higgs boson hf in type-I. Assuming that hf !

�� and H
±

! hfW
± are dominant, the final states of 4� + V [14, 15, 23, 44, 45] and

4� + V V
0 [46] have been studied on the theoretical side. The experimental searches for

hf have also been concentrated on the processes which rely on Br(hf ! ��) ⇠ 100% and

Br(H±
! hfW

±) ⇠ 100%. In Table 1, we summarize the searches classified according to

the production processes and the final states. In a large portion of the viable parameter

space, however, the diphoton decay mode is not the leading one because of the sizable

three-body and four-body decays of hf ! W
(⇤)

W
⇤. Moreover, the charged Higgs boson

decays dominantly into ⌧
±
⌫ when MH± . mhf

+ 15 GeV, which invalidates the final state

of 4� + V/V V
0. The signal rate of 4� + V/V V

0 may be overestimated. Although Br(hf !

��) ' 100% is achievable when mhf
is very light (below about 30 GeV), the fermiophobic

type-I with such a light hf is not well-motivated. First, the phenomenologically allowed

parameter space is extremely limited: only about 0.01% of the parameters that meet the

theoretical requirements satisfy the experimental constraints [46]. Second, the model with

mhf
< 62.5 GeV has a critical issue in the theoretical stability. As the parameters evolve

– 1 –

product

final
��bb̄

��`
+
`
� 4�⌫⌫̄

��X 4�X
��⌫⌫̄, ��qq 4�qq

e
+
e
�
! Ahf

DELPHI

[? ? ]

e
+
e
�
! Ahf DELPHI

! hfhfZ [? ? ]

e
+
e
�
! hfZ

DELPHI

[? ? ]

pp̄ ! H
±
hf

CDF[? ]
! hfhfW

(⇤)

pp ! hSM ! hfhf CMS[? ]

pp/pp̄ ! hfV/hfjj

CDF [? ]

D0 [? ? ]

CMS [? ? ? ]

ATLAS [? ]

Table 1. Experimental searches for a fermiophobic Higgs boson at the LEP, Tevatron, and LHC.

We classify the processes according to the production channel and the final states.

Contents

1 Introduction

c��↵ ' 1 =) ghf�V�V ' 0

hf

The second loophole, the omission of the e�cient discovery channels from the search

chart, also happens to the fermiophobic Higgs boson hf in type-I. Assuming that hf ! ��

and H
±
! hfW

± are dominant, the final states of 4� + V [? ? ? ? ? ] and 4� + V V
0 [? ]

have been studied on the theoretical side. The experimental searches for hf have also been

concentrated on the processes which rely on Br(hf ! ��) ⇠ 100% and Br(H±
! hfW

±) ⇠

100%. In Table ??, we summarize the searches classified according to the production

processes and the final states. In a large portion of the viable parameter space, however,

– 1 –
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What about the decay modes? 
Are we really searching the wrong place? 

 
We need to obtain the viable parameter space.
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(1) Theoretical stabilities 
— Scalar potential bounded from below 
— Perturbative unitarity of scalar-scalar scattering at 
tree level 
— Vacuum stability 
— cutoff scale > 10 TeV 

(2) Experimental constraints 
— B physics 
— Higgs precision data via HiggsSignals 
— Direct search bounds at the LEP, Tevatron, and LHC 
via HiggsBounds
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• Quartic couplings can be very large at high energy scale.
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Figure 13: Two-loop RG running of quartic couplings for the benchmarks (a) BP4(RS), (b) BP5(RS) and (c)
BP6(WS) from Scenario 2 .

25

�� = �
b

�
+ �

Y

�
(5.5)

One should note, since the Yukawa couplings depend on the specific kinds of 2HDM, it is

obvious that their evolution as well as those of the quartic couplings are model-dependent.

This is obvious from Equations. 5.2 and 5.4.

5.2 Coupling trajectories and inference drawn from them

�1 �2 �3 �4 �5

In this subsection, the running of various couplings will be illustrated in terms of a few
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Figure 13: Two-loop RG running of quartic couplings for the benchmarks (a) BP4(RS), (b) BP5(RS) and (c)
BP6(WS) from Scenario 2 .
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Based on the discussion in the preceding subsection, we will present here the full two-

loop results for our benchmark points(BP). Our chosen benchmarks are consistent with

theoretical as well as experimental constraints.

We have seen that, in Scenario 1, the requirement of low branching fraction of SM-like

Higgs to two pseudoscalars along with other constraints leads us to mA >
mh

2 in the RS

region. However, it is possible to get allowed points in the whole range of mA in the WS

regime. Keeping this in mind, we choose three benchmarks BP1, BP2 and BP3 for scenario

1. BP1 corresponds to WS region with mA >
mh

2 . BP2 corresponds to WS region and

mA <
mh

2 . For BP3, we have taken RS with mA >
mh

2 . We present the benchmark points

chosen for Scenario 1 in Table 1.

BP1 BP2 BP3

MH in GeV 449.734 324.237 153.865

MA in GeV 80.0 24.6997 63.0

MH± in GeV 453.895 331.34 176.152

�1 0.095392 1.4963 0.52616

�2 0.25788 0.25792 0.25773

�3 6.9130 3.5968 0.52559

�4 -3.3549 -1.8783 -0.56774

�5 3.23062 1.72343 0.324993

m2
12 in GeV2 2696.2389 1992.85 353.226215

tan� 75.0 52.7154 67.0

sin(� � ↵) 0.9996 0.999163 0.999996

y`

h ⇥ sin(� � ↵) -1.12095144 -1.15624366 0.81048833

Table 1. Benchmark points for Scenario 1.

As long as we are in the alignment limit with large tan�, �2 is precisely determined

by SM-like Higgs with a very small value(⇡
m

2
h

v2
⇡ 0.258), which is the case for all the

benchmarks in Table 1. On the other hand, �1 and �3 depend on the the mass splitting

between two CP-even scalars. Furthermore, �1 can be controlled by m
2
12, which gets

an enhancement factor in the large tan� region. As for this parameter space, we have

m
2
12 ⇠

m
2
H

tan�
with large tan�, �4 is proportional to m

2
A
� 2m2

H± +m
2
H

and takes a negative

value for our benchmarks. Similarly, �5 takes a value close to �4 with a opposite sign,

– 18 –

Theoretical stability is 
broken at 𝛬. 

 
NP is not valid at 𝛬. 

 
𝛬 is the cutoff scale of NP.
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Focusing on the light fermion phobic Higgs boson, 
Let’s scan the parameter space.

where P± = (1 ± �
5)/2. In the fermiophobic type-I, the Yukawa coupling modifiers are given

by

⇠
hf
f

= 0, 
H

f
=

q
1 + t

2

�

t�
, ⇠

A

t
= �⇠

A

b
= �⇠

A

⌧
=

1

t�
. (3)

To be consistent with the current best-fit results for the Peskin-Takeuchi oblique parame-

ters [71], an additional assumption is introduced: MA = MH± ⌘ MA/H± . In summary, the

complete set of model parameters includes:

{mhf
, MA/H± , m

2

12
, t�}. (4)

B. Viable parameter space for very light hf

In the quest to discover the light hf at the LHC, our preliminary task involves a systematic

scan of the parameter space to identify viable candidates that comply with both theoretical

requirements and experimental constraints. Our scan encompasses the following ranges:

mhf
2 [1, 30] GeV, MA/H± 2 [80, 900] GeV, (5)

t� 2 [0.5, 50] , m
2

12
2 [0, 20000] GeV2

.

We consider only positive values for m
2

12
since preliminary scans indicate that parameter points

with negative m
2

12
fail to meet the vacuum stability condition.

Within this extensive parameter space, we apply a cumulative series of constraints, outlined

as follows:2

Step A. Theoretical requirements and the low energy data

(1) We use the public code 2HDMC to ensure the bounded-from-below condition for

the Higgs potential [74], tree-level unitarity of scalar-scalar scatterings [53, 75], and

perturbativity of the Higgs quartic couplings [31]. Additionally, the vacuum stability

condition is enforced [76–78].

(2) We demand alignment with the FCNC data, particularly emphasizing the inclusive

B-meson decay measurements into Xs� at the 95% C.L. [79–81].

(3) We require the cuto↵ scale ⇤cut to exceed 10 TeV. To determine this, we run

the model parameters under the renormalization group equations using the public

2HDME code [82, 83]. The cuto↵ scale is defined by the energy scale at which any

of the three conditions—tree-level unitarity, perturbativity, or vacuum stability—is

violated [27].

2 Due to our assumption MH± = MA, we disregard constraints from the Peskin-Takeuchi oblique parameters,

as the new contributions from the BSM Higgs bosons become negligible [72, 73].
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Figure 1: MH± versus mhf
with a color-code of ⇤cut in GeV (left panel), and t� versus mhf

with a

color-code of m
2

12
in units of GeV2 (right panel). All depicted parameter points satisfy the complete

set of theoretical and experimental constraints. The parameter points are ordered by ascending values

of ⇤cut in the left panel and m
2

12
in the right panel.

Step B. High energy collider data

(1) We examine direct search constraints from LEP, Tevatron, and LHC experiments,

excluding parameter points with a cross section above the observed 2� band. We

used the public code HiggsBounds-v5.10.2 [84].

(2) We assess alignment with Higgs precision data utilizing HiggsSignals-v2.6.2 [85].

We mandate that the cross section of a parameter point lies within 2� confidence

levels in relation to the model’s optimal fit point.

(3) We consider additional measurements sensitive to the light fermiophobic Higgs bo-

son. This includes e
+
e

�
! hf(! ��)Z, e

+
e

�
! hf(! ��)A(! bb̄/hfZ) [86],

pp̄ ! hfH
±(! hfW

±) ! 4�X [87], and pp ! H ! hfhf ! 4� [88]. Parameter

points yielding a cross section above the 2� bound are excluded.

Let us begin by examining the survival rates after each constraint is applied. We use the

parameter points that satisfy Step A(1) as our reference dataset, from which all subsequent sur-

vival rates are calculated. Upon implementing the FCNC constraint in Step A(2), a respectable

73.3% of points persist. The enforcement of ⇤cut > 10 TeV in Step A(3) further refines our pool,

leaving 26.6% of points standing. Progressing to Step B(1), our selection tightens, whittling

down to a mere 2.03%. Upon assimilation of the Higgs precision data in Step B(2), around

1.94% survive. Ultimately, after accounting for Step B(3), 1.38% of the parameter points from

A(1) endure.

Now we investigate the characteristics of the parameter points satisfying all imposed con-

straints. In Figure 1, we present MH± versus mhf
with the color code of ⇤cut (left panel),

6

• Charge Higgs boson and A masses below about 330 GeV.


• Survival rate is high for  in [1,10] GeV.mhf

Viable parameter space
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Very light fermion phobic Higgs boson.

and t� versus mhf
with the color code of m

2

12
(right panel). For visualization clarity, we have

ordered the parameter points by ascending values of ⇤cut in the left panel and m
2

12
in the

right panel. This stacking method ensures that points with lower ⇤cut (or m
2

12
) are positioned

underneath [89].

Turning to the MA/H± versus mhf
plot, we notice several distinct features. First, the density

of viable parameter points varies noticeably with the mhf
value. Specifically, the number of vi-

able parameter points per unit mass for the intervals [1, 10] GeV, [10, 20] GeV, and [20, 30] GeV

has a ratio of 1 : 0.71 : 0.0058. These significant variations arise from the following direct search

constraints:

• The measurement of pp ! hSM ! hfhf ! 4� by the ATLAS Collaboration significantly

constrains the parameter space for mhf
2 [10, 30] GeV [90].

• The examination of e
+
e

�
! hfZ ! ��Z by the ALEPH Collaboration eliminates nearly

all parameter points in mhf
2 [20, 30] GeV [91].

Considering the markedly higher survival percentages, the mass range of mhf
2 [1, 10] GeV

warrants thorough investigation,3 an endeavor not yet undertaken in existing literature. The

second notable feature is the presence of the upper bound on MA/H± , approximately at 330 GeV.

This upper bound exhibits a tendency to decrease as ⇤cut increases: when ⇤cut > 100 TeV, the

upper threshold reduces4 to MA/H± . 280 GeV. These features hold promising implications

for the HL-LHC, where the center-of-mass energy of 14 TeV o↵ers a favorable environment for

producing H
±.

In the t� versus mhf
plot, three significant features stand out. First, lower bounds on

t� emerge, characterized by t� & 4. This happens because the Yukawa couplings of the BSM

Higgs bosons increase as t� decreases, as illustrated in Equation 3. The second salient feature is

an evident transition at mhf
' 10 GeV. Beneath this threshold, the distribution of permissible

parameter points uniformly spans the t� 2 [4, 50] range. For mhf
> 10 GeV, however, there is

an upper limit on t�, progressively declining as mhf
increases. This transition around mhf

=

10 GeV stems from the notably light mass of hf , leading to decay products in high-energy

colliders that are challenging to discern. Finally, the m
2

12
distribution primarily leans towards

the lower end, peaking around 26 GeV2. This small m
2

12
hints the approximate preservation of

Z2 parity in the fermiophobic type-I, because only the m
2

12
term breaks Z2 parity.

Given these characteristics of the fermiophobic type-I model, we concentrate on the following

mass range for hf :

mhf
2 [1, 10] GeV. (6)

3 A high survival percentage alone does not inherently validate any model parameter, since nature chooses one

parameter point. But prioritizing parameter regions with a higher likelihood is a prudent strategy.
4 The inverse is not necessarily true: a smaller MA/H± does not automatically imply a larger ⇤cut. Note that

the blue points are positioned below the red ones.
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warrants thorough investigation,3 an endeavor not yet undertaken in existing literature. The

second notable feature is the presence of the upper bound onMA/H± , approximately at 330 GeV.

This upper bound exhibits a tendency to decrease as ⇤cut increases: when ⇤cut > 100 TeV, the

upper threshold reduces4 to MA/H± . 280 GeV. These features hold promising implications

for the HL-LHC, where the center-of-mass energy of 14 TeV o↵ers a favorable environment for

producing H
±.

In the t� versus mhf
plot, three significant features stand out. First, lower bounds on

t� emerge, characterized by t� & 4. This happens because the Yukawa couplings of the BSM

Higgs bosons increase as t� decreases, as illustrated in Equation 3. The second salient feature is

an evident transition at mhf
' 10 GeV. Beneath this threshold, the distribution of permissible

parameter points uniformly spans the t� 2 [4, 50] range. For mhf
> 10 GeV, however, there is

an upper limit on t�, progressively declining as mhf
increases. This transition around mhf

=

10 GeV stems from the notably light mass of hf , leading to decay products in high-energy

colliders that are challenging to discern. Finally, the m
2

12
distribution primarily leans towards

the lower end, peaking around 26 GeV2. This small m2

12
hints the approximate preservation of

Z2 parity in the fermiophobic type-I, because only the m
2

12
term breaks Z2 parity.

Given these characteristics of the fermiophobic type-I model, we concentrate on the following

mass range for hf :

mhf
2 [1, 10] GeV. (6)

In subsequent discussions and investigations, we will refer to hf within this mass range as a

“very light” hf .

Given the distinct characteristics of the fermiophobic type-I model, our attention is directed

towards the discovery potential of the the HL-LHC for the very light hf . Central to this are

its decay modes and production channels. The decay pattern for this particle is unambiguous,

with

Br(hf ! ��) ' 100%

Its primary production mechanisms at the LHC occur in association with other BSM Higgs

bosons, specifically pp ! W
⇤
! hfH

± and pp ! Z
⇤
! hfA [? ? ]. As a result, the final states

arising from these production avenues are intrinsically tied to the decay patterns of H± and A.

In ??, we depict Br(H±
! W

±
hf) versus mhf

(left panel) and Br(A ! Zhf) versus mhf

(right panel) across all the viable parameter points, with the color codes signifying ⇤cut values

in GeV. Notably, H±
! W

±
hf and A ! hfZ surface as the predominant decay channels, with

Br(H±
! W

±
hf) and Br(A ! Zhf) surpassing 88% and 96%, respectively. A high cuto↵

scale, such as ⇤cut ⇠ 1014 GeV, results in nearly 100% branching ratios for both H
±
! hfW

±

and A ! hfZ. Hence, two primary candidates for discovery channels present themselves:

3 A high survival percentage alone does not inherently validate any model parameter, since nature chooses one

parameter point. But prioritizing parameter regions with a higher likelihood is a prudent strategy.
4 The inverse is not necessarily true: a smaller MA/H± does not automatically imply a larger ⇤cut. Note that

the blue points are positioned below the red ones.

7

Unexplored!!
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Almost fixed decay modes for H±, A

Figure 2: Br(H±
! hfW

±) versus mhf
(left panel) and Br(A ! hfZ) versus mhf

(right panel). The

color code denotes the cuto↵ scale ⇤cut in units of GeV.

In subsequent discussions and investigations, we will refer to hf within this mass range as a

“very light” hf .

Given the distinct characteristics of the fermiophobic type-I model, our attention is directed

towards the discovery potential of the the HL-LHC for the very light hf . Central to this are its

decay modes and production channels. The decay pattern for this particle is unambiguous, with

Br(hf ! ��) ' 100%. Its primary production mechanisms at the LHC occur in association

with other BSM Higgs bosons, specifically pp ! W
⇤

! hfH
± and pp ! Z

⇤
! hfA [27, 38].

As a result, the final states arising from these production avenues are intrinsically tied to the

decay patterns of H
± and A.

In Figure 2, we depict Br(H±
! W

±
hf) versus mhf

(left panel) and Br(A ! Zhf) versus

mhf
(right panel) across all the viable parameter points, with the color codes signifying ⇤cut

values in GeV. Notably, H
±

! W
±
hf and A ! hfZ surface as the predominant decay channels,

with Br(H±
! W

±
hf) and Br(A ! Zhf) surpassing 88% and 96%, respectively. A high cuto↵

scale, such as ⇤cut ⇠ 1014 GeV, results in nearly 100% branching ratios for both H
±

! hfW
±

and A ! hfZ. Hence, two primary candidates for discovery channels present themselves:

pp ! hfH
±(! hfW

±) and pp ! hfA(! hfZ). Considering the dominant charged-current

production and the larger branching ratio of the leptonic decays of W
± compared to Z, we

propose the following as the golden channel to probe the very light hf :

pp ! W
⇤

! hfH
±(! hfW

±) ! �� + �� + `
±
E

miss

T
, (7)

where `
± = e

±
, µ

±. In our comprehensive analysis, we also incorporate the decay mode W
±

!

⌧
±
⌫, which is subsequently followed by ⌧

±
! `

±
⌫⌫. The corresponding Feynman diagram is

depicted in Figure 3.

8
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Golden discovery mode at the HL-LHC

Figure 2: Br(H±
! hfW

±) versus mhf
(left panel) and Br(A ! hfZ) versus mhf

(right panel). The

color code denotes the cuto↵ scale ⇤cut in units of GeV.

In subsequent discussions and investigations, we will refer to hf within this mass range as a

“very light” hf .

Given the distinct characteristics of the fermiophobic type-I model, our attention is directed

towards the discovery potential of the the HL-LHC for the very light hf . Central to this are its

decay modes and production channels. The decay pattern for this particle is unambiguous, with

Br(hf ! ��) ' 100%. Its primary production mechanisms at the LHC occur in association

with other BSM Higgs bosons, specifically pp ! W
⇤

! hfH
± and pp ! Z

⇤
! hfA [27, 38].

As a result, the final states arising from these production avenues are intrinsically tied to the

decay patterns of H
± and A.

In Figure 2, we depict Br(H±
! W

±
hf) versus mhf

(left panel) and Br(A ! Zhf) versus

mhf
(right panel) across all the viable parameter points, with the color codes signifying ⇤cut

values in GeV. Notably, H
±

! W
±
hf and A ! hfZ surface as the predominant decay channels,

with Br(H±
! W

±
hf) and Br(A ! Zhf) surpassing 88% and 96%, respectively. A high cuto↵

scale, such as ⇤cut ⇠ 1014 GeV, results in nearly 100% branching ratios for both H
±

! hfW
±

and A ! hfZ. Hence, two primary candidates for discovery channels present themselves:

pp ! hfH
±(! hfW

±) and pp ! hfA(! hfZ). Considering the dominant charged-current

production and the larger branching ratio of the leptonic decays of W
± compared to Z, we

propose the following as the golden channel to probe the very light hf :

pp ! W
⇤

! hfH
±(! hfW

±) ! �� + �� + `
±
E

miss

T
, (7)

where `
± = e

±
, µ

±. In our comprehensive analysis, we also incorporate the decay mode W
±

!

⌧
±
⌫, which is subsequently followed by ⌧

±
! `

±
⌫⌫. The corresponding Feynman diagram is

depicted in Figure 3.
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Figure 3: Feynman diagram for the signal process pp ! W
⇤

! hfH
±(! hfW

±) ! �� + �� + `
±
⌫.

As the two photons from the hf decay are highly collimated, they are probed as a single jet J .

C. Signature of the golden channel pp ! hfH
±

Let us now present the parton-level cross section of the proposed golden channel for hf .

Initially, we generated the Universal FeynRules Output (UFO) [92] for the fermiophobic type-I

through FeynRules [93]. Incorporating this UFO file into MadGraph5-aMC@NLO [94],

we determined the cross-sections of pp ! H
±
hf at the 14 TeV LHC. For the parton distribution

function, we adopted the NNPDF31 lo as 0118 set [95]. The branching ratios of hf and H
±

were obtained from 2HDMC [96], and subsequently multiplied by the cross-sections.

In Figure 4, the scatter plot shows the parton-level cross sections for mhf
= 5 GeV against

the charged Higgs boson mass, spanning all viable parameter points.5 The color code represents

⇤cut. An expected correlation appears between the cross section and MH± : as MH± increases,

�tot decreases. Additionally, for a given MH± , the cross sections across all viable parameter

points are nearly constant, with deviations of less than 10%. A compelling feature is the

substantial size of the signal cross section. Even the minimum cross section, encountered when

MH± ' 330 GeV, reaches a significant ⇠ 7 fb.

Despite these considerable signal cross sections, distinguishing the signal from the back-

ground at the HL-LHC remains a challenge. At first glance, a final state comprised of four

photons, a lepton, and missing transverse energy might seem to suppress major QCD back-

grounds. But the reality is more intricate. When the hf decays into two photons at high-energy

colliders, the resulting photons are not typically isolated because they are tightly collimated

5 According to our analysis, the cross sections for cases with mhf = 1 GeV and mhf = 10 GeV align closely

with those for mhf = 5 GeV, mostly deviating by about 1%.
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Sizable cross sections

Figure 4: Parton-level cross sections of pp ! hfH
±(! hfW

±) ! 4� `
±
E

miss

T
at the 14 TeV LHC,

about MH± . The color code represents the cuto↵ scale ⇤cut. Here, we set mhf
= 5 GeV.

within a radius of �R < 0.4. Here �R is the angular distance, given by �R =
p

(�⌘)2 + (��)2.

Still, these photons register an energy deposit in the calorimeters, eventually being recognized

and grouped as a jet. This leads to substantial QCD backgrounds.

To better elucidate how the detector processes photons, let us briefly review the photon

isolation criteria adopted by the Delphes. Consider a photon candidate P, a stable particle

that deposits its energy into the electromagnetic calorimeter (ECAL), while leaving no trace

in the tracker. For P to be recognized as a photon, it should be su�ciently isolated from

neighboring particles. In Delphes, this isolation is determined using the criterion I(P) > Imin.

Here, the isolation variable I(P) is expressed as:

I(P) =

P�R<R�

i 6=P p
i

T

p
P
T

, (8)

where the numerator represents the combined transverse momenta of all particles (excluding P)

that fall within a cone of radius R� centered around P. In the delphes card HLLHC.tcl utilized

in subsequent analysis, the default settings are Imin = 0.1 and R� = 0.3.

In Delphes, the photon isolation is evaluated concurrently with jet clustering. This pro-

cedure involves clustering EflowPhoton, EflowNeutralHadrons, and EflowChargedHadrons ac-

cording to the energy flow algorithm. Once this process concludes, the definitive identification

for P is set. If P satisfies the photon isolation criteria, it is recognized as a photon. Conversely,

if P fail the criteria, it is designated as a jet.

To demonstrate our claim that the two photons from hf ! �� are more likely to be recognized

as a single jet, we conducted a comprehensive detector simulation for the signal with mhf
=

10

Promising?
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Why we are missing?
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    Light mass in [1,10] 
GeV

➡︎ Highly collimated 
two photons

➡︎ Failing photon 
isolation!
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Two collimated photons are tagged as a jet
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Figure 3: Feynman diagram for the signal process pp ! W
⇤

! hfH
±(! hfW

±) ! �� + �� + `
±
⌫.

As the two photons from the hf decay are highly collimated, they are probed as a single jet J .

C. Signature of the golden channel pp ! hfH
±

Let us now present the parton-level cross section of the proposed golden channel for hf .

Initially, we generated the Universal FeynRules Output (UFO) [92] for the fermiophobic type-I

through FeynRules [93]. Incorporating this UFO file into MadGraph5-aMC@NLO [94],

we determined the cross-sections of pp ! H
±
hf at the 14 TeV LHC. For the parton distribution

function, we adopted the NNPDF31 lo as 0118 set [95]. The branching ratios of hf and H
±

were obtained from 2HDMC [96], and subsequently multiplied by the cross-sections.

In Figure 4, the scatter plot shows the parton-level cross sections for mhf
= 5 GeV against

the charged Higgs boson mass, spanning all viable parameter points.5 The color code represents

⇤cut. An expected correlation appears between the cross section and MH± : as MH± increases,

�tot decreases. Additionally, for a given MH± , the cross sections across all viable parameter

points are nearly constant, with deviations of less than 10%. A compelling feature is the

substantial size of the signal cross section. Even the minimum cross section, encountered when

MH± ' 330 GeV, reaches a significant ⇠ 7 fb.

Despite these considerable signal cross sections, distinguishing the signal from the back-

ground at the HL-LHC remains a challenge. At first glance, a final state comprised of four

photons, a lepton, and missing transverse energy might seem to suppress major QCD back-

grounds. But the reality is more intricate. When the hf decays into two photons at high-energy

colliders, the resulting photons are not typically isolated because they are tightly collimated

5 According to our analysis, the cross sections for cases with mhf = 1 GeV and mhf = 10 GeV align closely

with those for mhf = 5 GeV, mostly deviating by about 1%.
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The signal appears as two jets!

Figure 5: The distribution of photon multiplicity versus jet multiplicity for the signal process pp !

hfH
±

! ���� `
±
E

miss

T
following the detector simulation at the 14 TeV LHC. The color code indicates

the normalized number of events. Parameters are set as mhf
= 5 GeV, MA/H± = 150 GeV, and

Br(H±
! hfW

±) = Br(hf ! ��) = 1.

Background Cross section [pb] ngen Background Cross section [pb] ngen

W
±(! L

±
⌫)jj 3.54 ⇥ 103 5 ⇥ 108

W
±
Z 3.16 ⇥ 10 3 ⇥ 106

Z(! L
+
L

�)jj 2.67 ⇥ 102 5 ⇥ 107
Z(! L

+
L

�)j� 2.09 106

tt̄(! bb̄WL⌫Wjj) 1.23 ⇥ 102 1.2 ⇥ 107
ZZ 1.18 ⇥ 10 106

W
±(! L

±
⌫)j� 2.53 ⇥ 10 3 ⇥ 106

W
±(! L

±
⌫)�� 3.28 ⇥ 10�2 106

W
+
W

� 8.22 ⇥ 10 9 ⇥ 106
Z(! L

+
L

�)�� 1.12 ⇥ 10�2 106

Table I: Parton-level cross sections of the backgrounds at the 14 TeV LHC, where L
± denotes e

±
, µ

±
,

or ⌧
±. The number of generated events, denoted as ngen, is also provided.

5 GeV, MA/H± = 150 GeV, and Br(H±
! hfW

±) = Br(hf ! ��) = 1. Parton showering

and hadronization were integrated using Pythia version 8.309 [97]. We employed Delphes

high-luminosity card delphes card HLLHC.tcl. For jet clustering, FastJet version 3.3.4 [98],

deploying the anti-kT algorithm [99], was utilized for the jet radius of R = 0.4. At this stage,

we opted not to consider pileup e↵ects.

In Figure 5, we present the photon multiplicity versus the jet multiplicity for the signal

process at the detector level, using a color code to represent the normalized number of events.

These results are derived from 5⇥105 events at the generation level. The findings in Figure 5 are

striking. The signal event, which includes four photons at the parton level, results in a markedly

di↵erent outcome at the detector level. Approximately 70% of events fall under N� = 0, while

around 26% are categorized as N� = 1. Events with N� = 2 are scarce. Instead, the majority

of signal events manifest as two jets.

11
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Figure 5: The distribution of photon multiplicity versus jet multiplicity for the signal process pp !

hfH
±

! ���� `
±
E

miss

T
following the detector simulation at the 14 TeV LHC. The color code indicates

the normalized number of events. Parameters are set as mhf
= 5 GeV, MA/H± = 150 GeV, and

Br(H±
! hfW

±) = Br(hf ! ��) = 1.

Background Cross section [pb] ngen Background Cross section [pb] ngen

W
±(! L

±
⌫)jj 3.54 ⇥ 103 5 ⇥ 108

W
±
Z 3.16 ⇥ 10 3 ⇥ 106

Z(! L
+
L

�)jj 2.67 ⇥ 102 5 ⇥ 107
Z(! L

+
L

�)j� 2.09 106

tt̄(! bb̄WL⌫Wjj) 1.23 ⇥ 102 1.2 ⇥ 107
ZZ 1.18 ⇥ 10 106

W
±(! L

±
⌫)j� 2.53 ⇥ 10 3 ⇥ 106

W
±(! L

±
⌫)�� 3.28 ⇥ 10�2 106

W
+
W

� 8.22 ⇥ 10 9 ⇥ 106
Z(! L

+
L

�)�� 1.12 ⇥ 10�2 106

Table I: Parton-level cross sections of the backgrounds at the 14 TeV LHC, where L
± denotes e

±
, µ

±
,

or ⌧
±. The number of generated events, denoted as ngen, is also provided.

5 GeV, MA/H± = 150 GeV, and Br(H±
! hfW

±) = Br(hf ! ��) = 1. Parton showering

and hadronization were integrated using Pythia version 8.309 [97]. We employed Delphes

high-luminosity card delphes card HLLHC.tcl. For jet clustering, FastJet version 3.3.4 [98],

deploying the anti-kT algorithm [99], was utilized for the jet radius of R = 0.4. At this stage,

we opted not to consider pileup e↵ects.

In Figure 5, we present the photon multiplicity versus the jet multiplicity for the signal

process at the detector level, using a color code to represent the normalized number of events.

These results are derived from 5⇥105 events at the generation level. The findings in Figure 5 are

striking. The signal event, which includes four photons at the parton level, results in a markedly

di↵erent outcome at the detector level. Approximately 70% of events fall under N� = 0, while

around 26% are categorized as N� = 1. Events with N� = 2 are scarce. Instead, the majority

of signal events manifest as two jets.
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Huge QCD backgrounds!!

We need to look inside the jets!
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supersymmetric or vector-like top quark partners [3, 4] that could stabilize
the mass of the Higgs boson [5, 6], which is responsible for the mass of
the fundamental particles, e.g. electrons. Another particle predicted by
several models is heavy electroweak boson called the W 0, which is used in
this study. Heavy new physics particles often decay into lighter SM particles
(on the order of ⇠ 1 GeV to ⇠ 100 GeV) and therefore often carry away
large momenta. These SM particles in turn may decay into light quarks (up,
down, strange, charm, bottom), these quarks become highly Lorentz boosted.
When this occurs, jets become very collimated and begin to overlap. Jets
from boosted particles typically have high transverse momenta (pT ) and are
best reconstructed using a large clustering radius that envelopes multiple
small-radius jets. Figure 1 gives an example of how jets from increasingly
boosted particles merge. The two leftmost pictures represent low pT particles
that decay while the two rightmost pictures are roughly 10 to 50 times that
pT . At the LHC, which probes the energy frontier, distinguishing between jets
due to heavy particle production and high momentum light quark jets from
multijet backgrounds is a real challenge. Improving our ability to analyze
the internal particle content of these boosted jets is crucial for unlocking new
discoveries in particle physics.

Figure 1: Examples of jet reconstruction with a typical cone shape (left).
As the momentum of a decaying particle rises, jets from the decay products
become more colinear (right).

To overcome the di�culties posed by the merging of jets, substructure
identification techniques have been developed to di↵erentiate between QCD
background jets and jets from decays of boosted bosons or top quarks. This
can be done with “grooming” techniques (such as soft drop [7], pruning [8], or
trimming [9]) that remove low momentum and wide-angle particles from a jet

3

A jet consists of many subparticles
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Subparticle information from 
Delphes:  + EFlow object (from 

calorimeter information)
pT, η, ϕ
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With track Without track

ECAL Electron EFlowPhoton

HCAL EFlowChargedHadron EFlowNeutralHadron

The signal jet should consist of two photons! 
Diphoton jet 

BUT
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Big obstacle!
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200 Pileups at the HL-LHC
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200 Pileups at the HL-LHC could blur the diphoton jet.

Pileup subtraction is crucial.
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Pileup subtraction is important. 
Hybrid method: CHS + SoftKiller0

• Charged Hadron Subtraction (CHS) removes 
charged pileup particles


• SoftKiller removes neutral pileup particles
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Several methods for pileup subtraction have been advanced, such as the jet vertex frac-

tion [99], charged hadron subtraction (CHS) [100, 101], the Puppi method [102], and the

SoftKiller method [103]. In our exploration, we cast a special focus on CHS and Soft-

Killer. The CHS technique utilizes detector precision to ensure accurate reconstruction of

charged tracks with respect to the primary vertex. In contrast, SoftKiller emerges as a swift

event-level pileup subtraction tool, leveraging a particle’s transverse momentum to estimate the

probability of being a pileup [104, 105].

While exploring the advantages of CHS and SoftKiller, we propose an optimal com-

bination: a hybrid strategy named CHS+SK0. Initially, this method utilizes CHS to elimi-

nate charged pileup particles, specifically targeting those with a vertex distance greater than

zvex > 0.1 mm. Following this, SoftKiller comes into play, targeting and removing pileup

photons and neutral hadrons that fall below a certain transverse momentum threshold. To

avoid overcorrection, we have carefully configured SoftKiller to bypass charged hadrons.

Before showcasing the impressive performance of CHS+SK0, it is necessary to outline the

crucial simulation steps involved. We need to make two important changes to the Delphes

settings: first, we remove the pileup subtractors, and second, we turn o↵ the unique object

finder module. (However, we ensure that calculations for electron and muon isolation remain

intact.) Following these adjustments, the refined output from Delphes is directed to a pileup

subtraction module. In the final phase, jet clustering is executed via FastJet, anchored in the

anti-kt algorithm with a radius specification of Rj = 0.4.

We now pivot to an empirical comparison between SoftKiller and CHS+SK0 through jet

images. Jet images graphically represent the energy distribution of jet subparticles on a ⌘ ⇥ �

grid. Preprocessing is undertaken using translation and normalization techniques [42]. After

summing the transverse momenta of all contained subparticles, each image is structured such

that its pixels span �⌘ ⇥ �� = 0.02 ⇥ 0.02, reflecting the resolution of the simulated CMS

electromagnetic calorimeter. To provide a more detailed view of jet substructures, we examine

four distinct channels: a comprehensive channel accommodating every particle in the jet, and

three specialized channels dedicated to photons, charged hadrons, and neutral hadrons.

PU=0 PU=200 with CHS PU=200 with CHS+SK0

In Figure 6, we showcase jet images for the leading jet from the W
±
jj background, utilizing

a sample of 105 events, represented in the (⌘, �) plane. The coordinates ⌘ and � of a given sub-

particle are adjusted to be relative to its mother jet, achieved by subtracting the jet’s respective

⌘ and � values. The color code represents log r, where r is the ratio of pT of subparticle to

pT of the mother jet. In this analysis, three di↵erent jet subtraction scenarios are explored.

The top panels display jet images devoid of pileups, setting a reference we aim to replicate

post-e↵ective pileup subtraction. The middle and bottom panels illustrate jet images factoring

in NPU = 200 pileups, processed through the SoftKiller subtraction and the CHS+SK0

methods, respectively.

Each subtraction technique is further elucidated through four specific channels, presented

column-wise: total jet, EflowPhotons, EflowChargedHadrons, and EflowNeutralHadrons, in
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Figure 6: Jet images of the W
±
jj background, where the color scale indicates the logarithm of the

ratio of subparticle pT to the mother jet’s pT . We examine three pileup subtraction scenarios: no

pileup (upper panels), 200 pileups using the CHS+SK0 subtraction method (middle panels), and 200

pileups using the SoftKiller (lower panels). The presentation spans four distinct jet image types:

total jet images (first column), EflowPhotons (second column), EflowNeutralHadrons (third column),

and EflowChargedHadrons (fourth column).

part, particularly in the e�cient removal of charged pileup hadrons. This leads us to opt for

the CHS+SK0 subtraction technique for our subsequent analyses, incorporating all 200 pileup

events.

Finally, we establish clear definitions for our terminology related to jets:

Jet (J): A jet encompasses all physical entities that deposit energy in the calorimeters and

undergo clustering by a jet algorithm. It is represented as J .

Diphoton Jet (J��): A clustered jet is termed a diphoton jet if its two leading subparticles

are EFlowPhotons. We denote this as J��.

14

Jet images to demonstrate the superiority of CHS+SK0
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Figure 6: Jet images of the W
±
jj background, where the color scale indicates the logarithm of the

ratio of subparticle pT to the mother jet’s pT . We examine three pileup subtraction scenarios: no

pileup (upper panels), 200 pileups using the CHS+SK0 subtraction method (middle panels), and 200

pileups using the SoftKiller (lower panels). The presentation spans four distinct jet image types:

total jet images (first column), EflowPhotons (second column), EflowNeutralHadrons (third column),

and EflowChargedHadrons (fourth column).

part, particularly in the e�cient removal of charged pileup hadrons. This leads us to opt for

the CHS+SK0 subtraction technique for our subsequent analyses, incorporating all 200 pileup

events.

Finally, we establish clear definitions for our terminology related to jets:

Jet (J): A jet encompasses all physical entities that deposit energy in the calorimeters and

undergo clustering by a jet algorithm. It is represented as J .

Diphoton Jet (J��): A clustered jet is termed a diphoton jet if its two leading subparticles

are EFlowPhotons. We denote this as J��.

14

Jet images to demonstrate the superior of CHS+SK0
EFlowPhoton
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SoftKiller method [103]. In our exploration, we cast a special focus on CHS and Soft-

Killer. The CHS technique utilizes detector precision to ensure accurate reconstruction of

charged tracks with respect to the primary vertex. In contrast, SoftKiller emerges as a swift

event-level pileup subtraction tool, leveraging a particle’s transverse momentum to estimate the

probability of being a pileup [104, 105].

While exploring the advantages of CHS and SoftKiller, we propose an optimal com-

bination: a hybrid strategy named CHS+SK0. Initially, this method utilizes CHS to elimi-

nate charged pileup particles, specifically targeting those with a vertex distance greater than

zvex > 0.1 mm. Following this, SoftKiller comes into play, targeting and removing pileup

photons and neutral hadrons that fall below a certain transverse momentum threshold. To

avoid overcorrection, we have carefully configured SoftKiller to bypass charged hadrons.

Before showcasing the impressive performance of CHS+SK0, it is necessary to outline the

crucial simulation steps involved. We need to make two important changes to the Delphes

settings: first, we remove the pileup subtractors, and second, we turn o↵ the unique object

finder module. (However, we ensure that calculations for electron and muon isolation remain

intact.) Following these adjustments, the refined output from Delphes is directed to a pileup

subtraction module. In the final phase, jet clustering is executed via FastJet, anchored in the

anti-kt algorithm with a radius specification of Rj = 0.4.

We now pivot to an empirical comparison between SoftKiller and CHS+SK0 through jet

images. Jet images graphically represent the energy distribution of jet subparticles on a ⌘ ⇥ �

grid. Preprocessing is undertaken using translation and normalization techniques [42]. After

summing the transverse momenta of all contained subparticles, each image is structured such

that its pixels span �⌘ ⇥ �� = 0.02 ⇥ 0.02, reflecting the resolution of the simulated CMS

electromagnetic calorimeter. To provide a more detailed view of jet substructures, we examine

four distinct channels: a comprehensive channel accommodating every particle in the jet, and

three specialized channels dedicated to photons, charged hadrons, and neutral hadrons.
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In Figure 6, we showcase jet images for the leading jet from the W
±
jj background, utilizing

a sample of 105 events, represented in the (⌘, �) plane. The coordinates ⌘ and � of a given sub-

particle are adjusted to be relative to its mother jet, achieved by subtracting the jet’s respective

⌘ and � values. The color code represents log r, where r is the ratio of pT of subparticle to

pT of the mother jet. In this analysis, three di↵erent jet subtraction scenarios are explored.

The top panels display jet images devoid of pileups, setting a reference we aim to replicate

post-e↵ective pileup subtraction. The middle and bottom panels illustrate jet images factoring

in NPU = 200 pileups, processed through the SoftKiller subtraction and the CHS+SK0

methods, respectively.

Each subtraction technique is further elucidated through four specific channels, presented

column-wise: total jet, EflowPhotons, EflowChargedHadrons, and EflowNeutralHadrons, in
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Killer. The CHS technique utilizes detector precision to ensure accurate reconstruction of

charged tracks with respect to the primary vertex. In contrast, SoftKiller emerges as a swift

event-level pileup subtraction tool, leveraging a particle’s transverse momentum to estimate the

probability of being a pileup [104, 105].

While exploring the advantages of CHS and SoftKiller, we propose an optimal com-
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nate charged pileup particles, specifically targeting those with a vertex distance greater than

zvex > 0.1 mm. Following this, SoftKiller comes into play, targeting and removing pileup

photons and neutral hadrons that fall below a certain transverse momentum threshold. To

avoid overcorrection, we have carefully configured SoftKiller to bypass charged hadrons.
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settings: first, we remove the pileup subtractors, and second, we turn o↵ the unique object
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particle are adjusted to be relative to its mother jet, achieved by subtracting the jet’s respective

⌘ and � values. The color code represents log r, where r is the ratio of pT of subparticle to

pT of the mother jet. In this analysis, three di↵erent jet subtraction scenarios are explored.

The top panels display jet images devoid of pileups, setting a reference we aim to replicate
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Figure 6: Jet images of the W
±
jj background, where the color scale indicates the logarithm of the

ratio of subparticle pT to the mother jet’s pT . We examine three pileup subtraction scenarios: no

pileup (upper panels), 200 pileups using the CHS+SK0 subtraction method (middle panels), and 200

pileups using the SoftKiller (lower panels). The presentation spans four distinct jet image types:

total jet images (first column), EflowPhotons (second column), EflowNeutralHadrons (third column),

and EflowChargedHadrons (fourth column).

part, particularly in the e�cient removal of charged pileup hadrons. This leads us to opt for

the CHS+SK0 subtraction technique for our subsequent analyses, incorporating all 200 pileup

events.

Finally, we establish clear definitions for our terminology related to jets:

Jet (J): A jet encompasses all physical entities that deposit energy in the calorimeters and

undergo clustering by a jet algorithm. It is represented as J .

Diphoton Jet (J��): A clustered jet is termed a diphoton jet if its two leading subparticles

are EFlowPhotons. We denote this as J��.

14

Jet images to demonstrate the superior of CHS+SK0
EFlowChargedHadron
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Several methods for pileup subtraction have been advanced, such as the jet vertex frac-
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probability of being a pileup [104, 105].
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intact.) Following these adjustments, the refined output from Delphes is directed to a pileup

subtraction module. In the final phase, jet clustering is executed via FastJet, anchored in the

anti-kt algorithm with a radius specification of Rj = 0.4.

We now pivot to an empirical comparison between SoftKiller and CHS+SK0 through jet
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summing the transverse momenta of all contained subparticles, each image is structured such

that its pixels span �⌘ ⇥ �� = 0.02 ⇥ 0.02, reflecting the resolution of the simulated CMS

electromagnetic calorimeter. To provide a more detailed view of jet substructures, we examine

four distinct channels: a comprehensive channel accommodating every particle in the jet, and

three specialized channels dedicated to photons, charged hadrons, and neutral hadrons.
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±
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a sample of 105 events, represented in the (⌘, �) plane. The coordinates ⌘ and � of a given sub-

particle are adjusted to be relative to its mother jet, achieved by subtracting the jet’s respective

⌘ and � values. The color code represents log r, where r is the ratio of pT of subparticle to

pT of the mother jet. In this analysis, three di↵erent jet subtraction scenarios are explored.

The top panels display jet images devoid of pileups, setting a reference we aim to replicate

post-e↵ective pileup subtraction. The middle and bottom panels illustrate jet images factoring

in NPU = 200 pileups, processed through the SoftKiller subtraction and the CHS+SK0

methods, respectively.

Each subtraction technique is further elucidated through four specific channels, presented
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event-level pileup subtraction tool, leveraging a particle’s transverse momentum to estimate the

probability of being a pileup [104, 105].
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nate charged pileup particles, specifically targeting those with a vertex distance greater than

zvex > 0.1 mm. Following this, SoftKiller comes into play, targeting and removing pileup

photons and neutral hadrons that fall below a certain transverse momentum threshold. To

avoid overcorrection, we have carefully configured SoftKiller to bypass charged hadrons.

Before showcasing the impressive performance of CHS+SK0, it is necessary to outline the

crucial simulation steps involved. We need to make two important changes to the Delphes

settings: first, we remove the pileup subtractors, and second, we turn o↵ the unique object

finder module. (However, we ensure that calculations for electron and muon isolation remain

intact.) Following these adjustments, the refined output from Delphes is directed to a pileup

subtraction module. In the final phase, jet clustering is executed via FastJet, anchored in the

anti-kt algorithm with a radius specification of Rj = 0.4.

We now pivot to an empirical comparison between SoftKiller and CHS+SK0 through jet

images. Jet images graphically represent the energy distribution of jet subparticles on a ⌘ ⇥ �

grid. Preprocessing is undertaken using translation and normalization techniques [42]. After

summing the transverse momenta of all contained subparticles, each image is structured such

that its pixels span �⌘ ⇥ �� = 0.02 ⇥ 0.02, reflecting the resolution of the simulated CMS

electromagnetic calorimeter. To provide a more detailed view of jet substructures, we examine

four distinct channels: a comprehensive channel accommodating every particle in the jet, and

three specialized channels dedicated to photons, charged hadrons, and neutral hadrons.
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±
jj background, utilizing

a sample of 105 events, represented in the (⌘, �) plane. The coordinates ⌘ and � of a given sub-

particle are adjusted to be relative to its mother jet, achieved by subtracting the jet’s respective

⌘ and � values. The color code represents log r, where r is the ratio of pT of subparticle to

pT of the mother jet. In this analysis, three di↵erent jet subtraction scenarios are explored.

The top panels display jet images devoid of pileups, setting a reference we aim to replicate

post-e↵ective pileup subtraction. The middle and bottom panels illustrate jet images factoring

in NPU = 200 pileups, processed through the SoftKiller subtraction and the CHS+SK0

methods, respectively.

Each subtraction technique is further elucidated through four specific channels, presented
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tion [99], charged hadron subtraction (CHS) [100, 101], the Puppi method [102], and the

SoftKiller method [103]. In our exploration, we cast a special focus on CHS and Soft-

Killer. The CHS technique utilizes detector precision to ensure accurate reconstruction of

charged tracks with respect to the primary vertex. In contrast, SoftKiller emerges as a swift

event-level pileup subtraction tool, leveraging a particle’s transverse momentum to estimate the

probability of being a pileup [104, 105].

While exploring the advantages of CHS and SoftKiller, we propose an optimal com-

bination: a hybrid strategy named CHS+SK0. Initially, this method utilizes CHS to elimi-

nate charged pileup particles, specifically targeting those with a vertex distance greater than

zvex > 0.1 mm. Following this, SoftKiller comes into play, targeting and removing pileup

photons and neutral hadrons that fall below a certain transverse momentum threshold. To

avoid overcorrection, we have carefully configured SoftKiller to bypass charged hadrons.

Before showcasing the impressive performance of CHS+SK0, it is necessary to outline the

crucial simulation steps involved. We need to make two important changes to the Delphes

settings: first, we remove the pileup subtractors, and second, we turn o↵ the unique object

finder module. (However, we ensure that calculations for electron and muon isolation remain

intact.) Following these adjustments, the refined output from Delphes is directed to a pileup
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four distinct channels: a comprehensive channel accommodating every particle in the jet, and
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a sample of 105 events, represented in the (⌘, �) plane. The coordinates ⌘ and � of a given sub-

particle are adjusted to be relative to its mother jet, achieved by subtracting the jet’s respective

⌘ and � values. The color code represents log r, where r is the ratio of pT of subparticle to

pT of the mother jet. In this analysis, three di↵erent jet subtraction scenarios are explored.

The top panels display jet images devoid of pileups, setting a reference we aim to replicate

post-e↵ective pileup subtraction. The middle and bottom panels illustrate jet images factoring

in NPU = 200 pileups, processed through the SoftKiller subtraction and the CHS+SK0

methods, respectively.

Each subtraction technique is further elucidated through four specific channels, presented
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Figure 6: Jet images of the W
±
jj background, where the color scale indicates the logarithm of the

ratio of subparticle pT to the mother jet’s pT . We examine three pileup subtraction scenarios: no

pileup (upper panels), 200 pileups using the CHS+SK0 subtraction method (middle panels), and 200

pileups using the SoftKiller (lower panels). The presentation spans four distinct jet image types:

total jet images (first column), EflowPhotons (second column), EflowNeutralHadrons (third column),

and EflowChargedHadrons (fourth column).

part, particularly in the e�cient removal of charged pileup hadrons. This leads us to opt for

the CHS+SK0 subtraction technique for our subsequent analyses, incorporating all 200 pileup

events.

Finally, we establish clear definitions for our terminology related to jets:

Jet (J): A jet encompasses all physical entities that deposit energy in the calorimeters and

undergo clustering by a jet algorithm. It is represented as J .

Diphoton Jet (J��): A clustered jet is termed a diphoton jet if its two leading subparticles

are EFlowPhotons. We denote this as J��.

14

Jet images to demonstrate the superior of CHS+SK0
EFlowNeutralHadron
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Several methods for pileup subtraction have been advanced, such as the jet vertex frac-

tion [99], charged hadron subtraction (CHS) [100, 101], the Puppi method [102], and the

SoftKiller method [103]. In our exploration, we cast a special focus on CHS and Soft-

Killer. The CHS technique utilizes detector precision to ensure accurate reconstruction of

charged tracks with respect to the primary vertex. In contrast, SoftKiller emerges as a swift

event-level pileup subtraction tool, leveraging a particle’s transverse momentum to estimate the

probability of being a pileup [104, 105].

While exploring the advantages of CHS and SoftKiller, we propose an optimal com-

bination: a hybrid strategy named CHS+SK0. Initially, this method utilizes CHS to elimi-

nate charged pileup particles, specifically targeting those with a vertex distance greater than

zvex > 0.1 mm. Following this, SoftKiller comes into play, targeting and removing pileup

photons and neutral hadrons that fall below a certain transverse momentum threshold. To

avoid overcorrection, we have carefully configured SoftKiller to bypass charged hadrons.

Before showcasing the impressive performance of CHS+SK0, it is necessary to outline the

crucial simulation steps involved. We need to make two important changes to the Delphes

settings: first, we remove the pileup subtractors, and second, we turn o↵ the unique object

finder module. (However, we ensure that calculations for electron and muon isolation remain

intact.) Following these adjustments, the refined output from Delphes is directed to a pileup

subtraction module. In the final phase, jet clustering is executed via FastJet, anchored in the

anti-kt algorithm with a radius specification of Rj = 0.4.

We now pivot to an empirical comparison between SoftKiller and CHS+SK0 through jet

images. Jet images graphically represent the energy distribution of jet subparticles on a ⌘ ⇥ �

grid. Preprocessing is undertaken using translation and normalization techniques [42]. After

summing the transverse momenta of all contained subparticles, each image is structured such

that its pixels span �⌘ ⇥ �� = 0.02 ⇥ 0.02, reflecting the resolution of the simulated CMS

electromagnetic calorimeter. To provide a more detailed view of jet substructures, we examine

four distinct channels: a comprehensive channel accommodating every particle in the jet, and

three specialized channels dedicated to photons, charged hadrons, and neutral hadrons.

PU=0 PU=200 with CHS PU=200 with CHS+SK0

In Figure 6, we showcase jet images for the leading jet from the W
±
jj background, utilizing

a sample of 105 events, represented in the (⌘, �) plane. The coordinates ⌘ and � of a given sub-

particle are adjusted to be relative to its mother jet, achieved by subtracting the jet’s respective

⌘ and � values. The color code represents log r, where r is the ratio of pT of subparticle to

pT of the mother jet. In this analysis, three di↵erent jet subtraction scenarios are explored.

The top panels display jet images devoid of pileups, setting a reference we aim to replicate

post-e↵ective pileup subtraction. The middle and bottom panels illustrate jet images factoring

in NPU = 200 pileups, processed through the SoftKiller subtraction and the CHS+SK0

methods, respectively.

Each subtraction technique is further elucidated through four specific channels, presented

column-wise: total jet, EflowPhotons, EflowChargedHadrons, and EflowNeutralHadrons, in
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Killer. The CHS technique utilizes detector precision to ensure accurate reconstruction of

charged tracks with respect to the primary vertex. In contrast, SoftKiller emerges as a swift

event-level pileup subtraction tool, leveraging a particle’s transverse momentum to estimate the

probability of being a pileup [104, 105].

While exploring the advantages of CHS and SoftKiller, we propose an optimal com-

bination: a hybrid strategy named CHS+SK0. Initially, this method utilizes CHS to elimi-

nate charged pileup particles, specifically targeting those with a vertex distance greater than

zvex > 0.1 mm. Following this, SoftKiller comes into play, targeting and removing pileup

photons and neutral hadrons that fall below a certain transverse momentum threshold. To

avoid overcorrection, we have carefully configured SoftKiller to bypass charged hadrons.

Before showcasing the impressive performance of CHS+SK0, it is necessary to outline the

crucial simulation steps involved. We need to make two important changes to the Delphes

settings: first, we remove the pileup subtractors, and second, we turn o↵ the unique object

finder module. (However, we ensure that calculations for electron and muon isolation remain

intact.) Following these adjustments, the refined output from Delphes is directed to a pileup

subtraction module. In the final phase, jet clustering is executed via FastJet, anchored in the

anti-kt algorithm with a radius specification of Rj = 0.4.

We now pivot to an empirical comparison between SoftKiller and CHS+SK0 through jet

images. Jet images graphically represent the energy distribution of jet subparticles on a ⌘ ⇥ �

grid. Preprocessing is undertaken using translation and normalization techniques [42]. After

summing the transverse momenta of all contained subparticles, each image is structured such

that its pixels span �⌘ ⇥ �� = 0.02 ⇥ 0.02, reflecting the resolution of the simulated CMS

electromagnetic calorimeter. To provide a more detailed view of jet substructures, we examine

four distinct channels: a comprehensive channel accommodating every particle in the jet, and

three specialized channels dedicated to photons, charged hadrons, and neutral hadrons.
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In Figure 6, we showcase jet images for the leading jet from the W
±
jj background, utilizing

a sample of 105 events, represented in the (⌘, �) plane. The coordinates ⌘ and � of a given sub-

particle are adjusted to be relative to its mother jet, achieved by subtracting the jet’s respective

⌘ and � values. The color code represents log r, where r is the ratio of pT of subparticle to

pT of the mother jet. In this analysis, three di↵erent jet subtraction scenarios are explored.

The top panels display jet images devoid of pileups, setting a reference we aim to replicate

post-e↵ective pileup subtraction. The middle and bottom panels illustrate jet images factoring

in NPU = 200 pileups, processed through the SoftKiller subtraction and the CHS+SK0

methods, respectively.

Each subtraction technique is further elucidated through four specific channels, presented

column-wise: total jet, EflowPhotons, EflowChargedHadrons, and EflowNeutralHadrons, in
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SoftKiller method [103]. In our exploration, we cast a special focus on CHS and Soft-

Killer. The CHS technique utilizes detector precision to ensure accurate reconstruction of

charged tracks with respect to the primary vertex. In contrast, SoftKiller emerges as a swift

event-level pileup subtraction tool, leveraging a particle’s transverse momentum to estimate the

probability of being a pileup [104, 105].

While exploring the advantages of CHS and SoftKiller, we propose an optimal com-

bination: a hybrid strategy named CHS+SK0. Initially, this method utilizes CHS to elimi-

nate charged pileup particles, specifically targeting those with a vertex distance greater than

zvex > 0.1 mm. Following this, SoftKiller comes into play, targeting and removing pileup

photons and neutral hadrons that fall below a certain transverse momentum threshold. To

avoid overcorrection, we have carefully configured SoftKiller to bypass charged hadrons.

Before showcasing the impressive performance of CHS+SK0, it is necessary to outline the

crucial simulation steps involved. We need to make two important changes to the Delphes

settings: first, we remove the pileup subtractors, and second, we turn o↵ the unique object

finder module. (However, we ensure that calculations for electron and muon isolation remain

intact.) Following these adjustments, the refined output from Delphes is directed to a pileup

subtraction module. In the final phase, jet clustering is executed via FastJet, anchored in the

anti-kt algorithm with a radius specification of Rj = 0.4.

We now pivot to an empirical comparison between SoftKiller and CHS+SK0 through jet
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grid. Preprocessing is undertaken using translation and normalization techniques [42]. After

summing the transverse momenta of all contained subparticles, each image is structured such

that its pixels span �⌘ ⇥ �� = 0.02 ⇥ 0.02, reflecting the resolution of the simulated CMS

electromagnetic calorimeter. To provide a more detailed view of jet substructures, we examine

four distinct channels: a comprehensive channel accommodating every particle in the jet, and

three specialized channels dedicated to photons, charged hadrons, and neutral hadrons.
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jj background, utilizing

a sample of 105 events, represented in the (⌘, �) plane. The coordinates ⌘ and � of a given sub-

particle are adjusted to be relative to its mother jet, achieved by subtracting the jet’s respective

⌘ and � values. The color code represents log r, where r is the ratio of pT of subparticle to

pT of the mother jet. In this analysis, three di↵erent jet subtraction scenarios are explored.

The top panels display jet images devoid of pileups, setting a reference we aim to replicate

post-e↵ective pileup subtraction. The middle and bottom panels illustrate jet images factoring

in NPU = 200 pileups, processed through the SoftKiller subtraction and the CHS+SK0

methods, respectively.
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Figure 6: Jet images of the W
±
jj background, where the color scale indicates the logarithm of the

ratio of subparticle pT to the mother jet’s pT . We examine three pileup subtraction scenarios: no

pileup (upper panels), 200 pileups using the CHS+SK0 subtraction method (middle panels), and 200

pileups using the SoftKiller (lower panels). The presentation spans four distinct jet image types:

total jet images (first column), EflowPhotons (second column), EflowNeutralHadrons (third column),

and EflowChargedHadrons (fourth column).

part, particularly in the e�cient removal of charged pileup hadrons. This leads us to opt for

the CHS+SK0 subtraction technique for our subsequent analyses, incorporating all 200 pileup

events.

Finally, we establish clear definitions for our terminology related to jets:

Jet (J): A jet encompasses all physical entities that deposit energy in the calorimeters and

undergo clustering by a jet algorithm. It is represented as J .

Diphoton Jet (J��): A clustered jet is termed a diphoton jet if its two leading subparticles

are EFlowPhotons. We denote this as J��.

14

Jet images to demonstrate the superior of CHS+SK0
CHS+SK0 mimics zero pileup jet images
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BP no. mhf
MA/H± s��↵ m

2

12
[GeV2] t�

BP-1

1 GeV

150 GeV �0.123 0.0786 8.06

BP-2 175 GeV �0.0909 0.0400 11.0

BP-3 200 GeV �0.0929 0.0813 10.7

BP-4 250 GeV �0.0941 0.0494 10.6

BP-5 300 GeV �0.0985 0.0237 10.1

BP-6 331 GeV �0.0974 0.0634 10.2

BP-7

5 GeV

150 GeV �0.0737 0.305 13.5

BP-8 175 GeV �0.0922 2.20 10.8

BP-9 200 GeV �0.0983 1.93 10.1

BP-10 250 GeV �0.0907 1.99 11.0

BP-11 300 GeV �0.0984 1.84 10.1

BP-12 331 GeV �0.0920 2.17 10.8

BP-13

10 GeV

150 GeV �0.0748 1.17 13.3

BP-14 175 GeV �0.0993 1.70 10.0

BP-15 200 GeV �0.0919 0.973 10.8

BP-16 250 GeV �0.0974 0.851 10.2

BP-17 300 GeV �0.0917 0.0396 10.9

BP-18 328.3 GeV �0.0979 1.15 10.2

Table II: Benchmark points for the very light hf . All the parameter points satisfy the theoretical and

experimental conditions.

QCD Jet (j): A QCD jet, stemming from quarks or gluons, is represented as j.

Subparticle (sij): Each EFlow object inside a jet is referred to as a subparticle. The notation

sij denotes the i-th subparticle in the j-th jet. Both jets and subparticles are arranged

in descending order of their pT .

IV. CUT-BASED ANALYSIS

In this section, we perform a signal-to-background analysis using the traditional cut-based

approach. Our primary goal is to attain high signal significances across the entire parameter

space for the very light hf . To achieve this, we analyze 18 benchmark parameter points, as

listed in Table II. For each signal benchmark point, we generate 3 ⇥ 106 events. Additionally,

we consider the ten background processes specified in Table I. All events are processed through

Pythia8 and Delphes, employing the Delphes configuration outlined in the preceding sec-

tion.

15



Figure 7: P (hf ! J��) and P (j ! J��) as functions of p
J

T
, for the leading jet in the left panel and

the subleading jet in the right panel. P (hf ! J��) represents the probability of two photons from hf

being identified as a diphoton jet, while P (j ! J��) is the rate of a QCD jet tagged as a diphoton jet

in the W
±
jj background. The red, green, and orange lines depict signal results for benchmark points

BP-1, BP-7, and BP-13, respectively.

With our simulated data set ready, we implement the basic selection criteria as follows:

� There must be exactly one lepton with p
`

T
> 20 GeV and |⌘`| < 2.5.

� The leading jet is required to satisfy p
J1
T

> 50 GeV and |⌘J1 | < 2.5.

� The subleading jet should fulfill the conditions p
J2
T

> 30 GeV and |⌘J2 | < 2.5.

� The missing transverse energy should exceed E
miss

T
> 10 GeV.

In pursuit of optimizing signal significances, we highlight two distinguishing characteristics of

our signal: (i) the two leading subparticles in two leading jets are predominantly EFlowPhotons;

(ii) these leading subparticles contribute significantly to the transverse momentum of their

mother jet.

To highlight the first characteristic, we present the probabilities P (hf ! J��) and P (j ! J��)

against the pT of the mother jet in Figure 7. Results for the leading and subleading jets are

presented in the left and right panels, respectively. P (hf ! J��) represents the probability of

the two photons from an hf decay being identified as a diphoton jet, with the red, green, and

orange lines corresponding to benchmark points BP-1, BP-7, and BP-13, respectively. On the

other hand, P (j ! J��) denotes the rate at which a QCD jet is misidentified as a diphoton jet

in the W
±
jj background.6

6 A thorough analysis reveals that P (j ! J��) in the Zjj background is similar to that in the W
±

jj background,

within 10%.
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First characteristics of the signal

• For the signal jets, the leading and subleading 
sub-article are EFlowPhotons.

Mistagging rate is only a few percent.
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Second characteristics of the signal

•  of two leading subparticles   of the mother jetpT ≃ pT

Figure 8: Normalized distributions of rij for the signal in BP-7 (red) and the W
±
jj background (blue)

after the basic selection. Here, rij is the pT ratio defined in Equation 9. The left panel presents the

results for the leading subparticle, while the right panel focuses on the second-leading subparticle.

Solid lines correspond to results for the leading jet, whereas dashed lines represent the subleading jet.

For the signal, the probability P (hf ! J��) remains substantial, consistently surpassing 40%

when p
J

T
� 50 GeV. However, the relationship between this probability and p

J

T
varies with mhf

.

For BP-7 (mhf
= 5 GeV) and BP-13 (mhf

= 10 GeV), the probability rises with increasing

p
J

T
, reaching approximately 85%. In contrast, BP-1 (mhf

= 1 GeV) shows a distinct pattern:

an initial increase, followed by a peak, and then a decrease as p
J

T
rises. This behavior can be

attributed to the small mhf
value in BP-1. Since R�� ⇠ 2mhf

/pT , some of the two photons

with high p
J

T
are so collimated that they nearly merge into a single EFlowPhoton, making them

challenging to identify as a diphoton jet. Nevertheless, the probability value even for BP-1

remains sizable, hovering around 40%. On the other hand, the mistagging rate P (j ! J��) is

only a few percent, demonstrating a clear distinction between signal and background.

The second salient feature of the signal is the large ratios of pT of the two leading subparticles

to the pT of their mother jet J . In the case of the signal, the diphoton jet is mainly composed of

two hard photons, resulting in the leading and subleading subparticles holding a considerable

share of p
J

T
. In contrast, a QCD jet consists of a diverse mix of particles, numbering from tens

to well over a hundred. Consequently, it is rare for the two leading subparticles in a QCD jet

to occupy a significant portion of p
J

T
. To more vividly illustrate this distinction, we define:

rij =
p

sij

T

p
Jj

T

for i, j = 1, 2. (9)

To demonstrate this second feature, we present in Figure 8 the normalized distributions

of rij for both the signal BP-7 (in red) and the W
±
jj background7 (in blue) after the basic

7 Our analysis revealed that the rij distributions in the Zjj background closely resemble those of W
±

jj.
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Cross sections in units of fb at the 14 TeV LHC with Ltot = 3 ab�1

Cut BP-7 W
±
jj Zjj tt̄ W

±
j� S

10%

BP�7

Basic 34.8 372 622 27 727 32 052 3 047 1.09 ⇥ 10�3

E
miss

T
> 50 GeV 29.7 318 407 23 274 27 395 2 610 9.01 ⇥ 10�4

r11 > 0.50 24.9 102 182 7 843 4 150 1 214 2.15 ⇥ 10�3

r12 > 0.50 18.7 36 204 2 853 692 541 4.56 ⇥ 10�3

r21 > 0.25 7.06 4 218 323 62.2 55.8 1.49 ⇥ 10�2

r22 > 0.25 2.40 840 61.3 8.61 10.1 2.56 ⇥ 10�2

J1 ! J�� 2.29 18.6 2.31 0.205 0.467 1.01

J2 ! J�� 1.98 0.363 0.0589 0.00 0.00849 22.8

Table III: Cross-section cut-flow chart for BP-7 and the main backgrounds from W
±
jj, Zjj, tt̄, and

W
±
j� at the 14 TeV LHC. The presented cross sections are in femtobarns (fb). The basic selection

criteria and the ratio rij are detailed in the main text. For calculating the signal significance (S),

we take into account a 10% background uncertainty and assume an integrated luminosity (Ltot) of

3 ab�1.

selection. The left panel showcases the pT ratio for the leading subparticle, r1i, while the right

panel focuses on the subleading subparticle, r2i. Solid lines depict results for J1, and dashed

lines correspond to J2.

A primary observation reveals that the r1i value for the signal consistently surpasses 0.5, in-

dicating that the leading subparticle of a diphoton jet contributes almost half of its mother jet’s

pT . In contrast, the ratio for the W
±
jj background typically remains under 0.5. Nevertheless,

a noticeable peak around r1i ' 0.9 in the W
±
jj background suggests that merely imposing

an upper bound on r1i may not su�ciently di↵erentiate the signal from the background. Con-

sequently, we shift our focus to the r2i distributions. While both the signal and background

inherently exhibit r2i < 0.5, the signal’s r2i is notably larger. By imposing a condition of

r2i > 0.25, which corresponds to r1i < 0.75, we adeptly avoid the subtle peak around r1i ⇠ 0.9

in the W
±
jj background.

Based on the aforementioned two characteristics of the signal, we devise a strategy to opti-

mize the signal significance using a cut-based analysis. The cut-flow chart in Table III outlines

the cross sections for the signal and the four main backgrounds—W
±
jj, Zjj, tt̄, and W

±
j�—at

the 14 TeV LHC. We have selected BP-7 as the representative benchmark point for detailed

presentation, as it exemplifies the common trends observed across 18 benchmarks. While we

have comprehensively analyzed other backgrounds of Table I, they are omitted in Table III due

18

Significance w/ 10% uncertainty
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Results in the cut-based analysis at the 14 TeV LHC with Ltot = 3 ab�1

�final [fb] S
10%

�final [fb] S
10%

�final [fb] S
10%

BP-1 1.46 18.5 BP-7 1.98 22.8 BP-13 1.81 21.5

BP-2 1.19 16.1 BP-8 1.68 20.4 BP-14 1.56 19.4

BP-3 0.927 13.4 BP-9 1.37 17.7 BP-15 1.29 17.1

BP-4 0.529 8.71 BP-10 0.900 13.0 BP-16 0.857 12.7

BP-5 0.303 5.49 BP-11 0.582 9.40 BP-17 0.566 9.19

BP-6 0.216 4.09 BP-12 0.457 7.74 BP-18 0.456 7.72

Table IV: Signal cross sections and the significance values after the final selection at the 14 TeV LHC.

Calculations are based on a total integrated luminosity of 3 ab�1 and a 10% background uncertainty.

to their negligible impact.

The final column in Table III o↵ers the signal significance S, defined by [107]:

S =


2(NS + NB) log

✓
(NS + NB)(NB + �

2

B
)

N
2

B
+ (NS + NB)�2

B

◆
�

2N2

B

�
2

b

log

✓
1 +

�
2

B
NS

NB(NB + �
2

B
)

◆�1/2

. (10)

Here, NS denotes the number of signal events, NB the number of background events, and �B =

�BNB the background uncertainty yield. We take a 10% background uncertainty (�B = 10%).

The results in Table III are remarkable. After the basic selection, the four primary back-

grounds overwhelm the signal, yielding the significance to an order of magnitude of 10�3. The

cut on the missing transverse energy, pivotal for neutrino tagging, fails to boost the signifi-

cance due to the presence of a neutrino in the dominant W
±
jj background. The di↵erentiation

becomes evident when applying the pT ratio cuts. By enforcing r11 > 0.5 and r12 > 0.5, we

retain approximately 63% of the signal events that survive the E
miss

T
> 50 GeV cut, while the

backgrounds are diminished to O(10�3). Further imposing pT ratio conditions of r2i > 0.25

e↵ectively suppresses the backgrounds. Yet, the signal significance remains relatively low, hov-

ering around 2.6%.

The last two selection criteria are decisive. We first require that the leading jet must be a

diphoton jet. While this condition significantly reduces the NS/NB ratio, it is not enough to

markedly elevate the significance. The final condition that the subleading jet also be a diphoton

jet is what truly drives up the significance. When accounting for a 10% background uncertainty,

the final significance ascends to 22.8, a�rming the discovery of a very light fermiophobic Higgs

boson.

Moving forward, we present the conclusive results for all 18 benchmark points. Table IV

presents the signal cross sections after the final selection and the corresponding significance

19

Significances for all 18 benchmark points

Most have more than 5σ
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Results in the cut-based analysis at the 14 TeV LHC with Ltot = 3 ab�1

�final [fb] S
10%

�final [fb] S
10%

�final [fb] S
10%

BP-1 1.46 18.5 BP-7 1.98 22.8 BP-13 1.81 21.5

BP-2 1.19 16.1 BP-8 1.68 20.4 BP-14 1.56 19.4

BP-3 0.927 13.4 BP-9 1.37 17.7 BP-15 1.29 17.1

BP-4 0.529 8.71 BP-10 0.900 13.0 BP-16 0.857 12.7

BP-5 0.303 5.49 BP-11 0.582 9.40 BP-17 0.566 9.19

BP-6 0.216 4.09 BP-12 0.457 7.74 BP-18 0.456 7.72

Table IV: Signal cross sections and the significance values after the final selection at the 14 TeV LHC.

Calculations are based on a total integrated luminosity of 3 ab�1 and a 10% background uncertainty.

to their negligible impact.

The final column in Table III o↵ers the signal significance S, defined by [107]:
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Here, NS denotes the number of signal events, NB the number of background events, and �B =

�BNB the background uncertainty yield. We take a 10% background uncertainty (�B = 10%).

The results in Table III are remarkable. After the basic selection, the four primary back-

grounds overwhelm the signal, yielding the significance to an order of magnitude of 10�3. The

cut on the missing transverse energy, pivotal for neutrino tagging, fails to boost the signifi-

cance due to the presence of a neutrino in the dominant W
±
jj background. The di↵erentiation

becomes evident when applying the pT ratio cuts. By enforcing r11 > 0.5 and r12 > 0.5, we

retain approximately 63% of the signal events that survive the E
miss

T
> 50 GeV cut, while the

backgrounds are diminished to O(10�3). Further imposing pT ratio conditions of r2i > 0.25

e↵ectively suppresses the backgrounds. Yet, the signal significance remains relatively low, hov-

ering around 2.6%.

The last two selection criteria are decisive. We first require that the leading jet must be a

diphoton jet. While this condition significantly reduces the NS/NB ratio, it is not enough to

markedly elevate the significance. The final condition that the subleading jet also be a diphoton

jet is what truly drives up the significance. When accounting for a 10% background uncertainty,

the final significance ascends to 22.8, a�rming the discovery of a very light fermiophobic Higgs

boson.

Moving forward, we present the conclusive results for all 18 benchmark points. Table IV

presents the signal cross sections after the final selection and the corresponding significance

19

Significances for all 18 benchmark points

Still challenging!



4. Mass reconstruction 


   

52

Although we could observe two diphoton 
signals with 5σ, can we tell its origin? 
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Figure 3: Feynman diagram for the signal process pp ! W
⇤

! hfH
±(! hfW

±) ! �� + �� + `
±
⌫.

As the two photons from the hf decay are highly collimated, they are probed as a single jet J .

C. Signature of the golden channel pp ! hfH
±

Let us now present the parton-level cross section of the proposed golden channel for hf .

Initially, we generated the Universal FeynRules Output (UFO) [92] for the fermiophobic type-I

through FeynRules [93]. Incorporating this UFO file into MadGraph5-aMC@NLO [94],

we determined the cross-sections of pp ! H
±
hf at the 14 TeV LHC. For the parton distribution

function, we adopted the NNPDF31 lo as 0118 set [95]. The branching ratios of hf and H
±

were obtained from 2HDMC [96], and subsequently multiplied by the cross-sections.

In Figure 4, the scatter plot shows the parton-level cross sections for mhf
= 5 GeV against

the charged Higgs boson mass, spanning all viable parameter points.5 The color code represents

⇤cut. An expected correlation appears between the cross section and MH± : as MH± increases,

�tot decreases. Additionally, for a given MH± , the cross sections across all viable parameter

points are nearly constant, with deviations of less than 10%. A compelling feature is the

substantial size of the signal cross section. Even the minimum cross section, encountered when

MH± ' 330 GeV, reaches a significant ⇠ 7 fb.

Despite these considerable signal cross sections, distinguishing the signal from the back-

ground at the HL-LHC remains a challenge. At first glance, a final state comprised of four

photons, a lepton, and missing transverse energy might seem to suppress major QCD back-

grounds. But the reality is more intricate. When the hf decays into two photons at high-energy

colliders, the resulting photons are not typically isolated because they are tightly collimated

5 According to our analysis, the cross sections for cases with mhf = 1 GeV and mhf = 10 GeV align closely

with those for mhf = 5 GeV, mostly deviating by about 1%.

9

mγγ

MH±

T

After the final selection!
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Another big obstacle!
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Too small background events after the final 
selectionFigure 5: The distribution of photon multiplicity versus jet multiplicity for the signal process pp !

hfH
±

! ���� `
±
E

miss

T
following the detector simulation at the 14 TeV LHC. The color code indicates

the normalized number of events. Parameters are set as mhf
= 5 GeV, MA/H± = 150 GeV, and

Br(H±
! hfW

±) = Br(hf ! ��) = 1.

Background Cross section [pb] ngen Background Cross section [pb] ngen

W
±(! L

±
⌫)jj 3.54 ⇥ 103 5 ⇥ 108

W
±
Z 3.16 ⇥ 10 3 ⇥ 106

Z(! L
+
L

�)jj 2.67 ⇥ 102 5 ⇥ 107
Z(! L

+
L

�)j� 2.09 106

tt̄(! bb̄WL⌫Wjj) 1.23 ⇥ 102 1.2 ⇥ 107
ZZ 1.18 ⇥ 10 106

W
±(! L

±
⌫)j� 2.53 ⇥ 10 3 ⇥ 106

W
±(! L

±
⌫)�� 3.28 ⇥ 10�2 106

W
+
W

� 8.22 ⇥ 10 9 ⇥ 106
Z(! L

+
L

�)�� 1.12 ⇥ 10�2 106

Table I: Parton-level cross sections of the backgrounds at the 14 TeV LHC, where L
± denotes e

±
, µ

±
,

or ⌧
±. The number of generated events, denoted as ngen, is also provided.

5 GeV, MA/H± = 150 GeV, and Br(H±
! hfW

±) = Br(hf ! ��) = 1. Parton showering

and hadronization were integrated using Pythia version 8.309 [97]. We employed Delphes

high-luminosity card delphes card HLLHC.tcl. For jet clustering, FastJet version 3.3.4 [98],

deploying the anti-kT algorithm [99], was utilized for the jet radius of R = 0.4. At this stage,

we opted not to consider pileup e↵ects.

In Figure 5, we present the photon multiplicity versus the jet multiplicity for the signal

process at the detector level, using a color code to represent the normalized number of events.

These results are derived from 5⇥105 events at the generation level. The findings in Figure 5 are

striking. The signal event, which includes four photons at the parton level, results in a markedly

di↵erent outcome at the detector level. Approximately 70% of events fall under N� = 0, while

around 26% are categorized as N� = 1. Events with N� = 2 are scarce. Instead, the majority

of signal events manifest as two jets.

11

Only 51 events
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Too small background events after the final 
selectionFigure 5: The distribution of photon multiplicity versus jet multiplicity for the signal process pp !

hfH
±

! ���� `
±
E

miss

T
following the detector simulation at the 14 TeV LHC. The color code indicates

the normalized number of events. Parameters are set as mhf
= 5 GeV, MA/H± = 150 GeV, and

Br(H±
! hfW

±) = Br(hf ! ��) = 1.

Background Cross section [pb] ngen Background Cross section [pb] ngen

W
±(! L

±
⌫)jj 3.54 ⇥ 103 5 ⇥ 108

W
±
Z 3.16 ⇥ 10 3 ⇥ 106

Z(! L
+
L

�)jj 2.67 ⇥ 102 5 ⇥ 107
Z(! L

+
L

�)j� 2.09 106

tt̄(! bb̄WL⌫Wjj) 1.23 ⇥ 102 1.2 ⇥ 107
ZZ 1.18 ⇥ 10 106

W
±(! L

±
⌫)j� 2.53 ⇥ 10 3 ⇥ 106

W
±(! L

±
⌫)�� 3.28 ⇥ 10�2 106

W
+
W

� 8.22 ⇥ 10 9 ⇥ 106
Z(! L

+
L

�)�� 1.12 ⇥ 10�2 106

Table I: Parton-level cross sections of the backgrounds at the 14 TeV LHC, where L
± denotes e

±
, µ

±
,

or ⌧
±. The number of generated events, denoted as ngen, is also provided.

5 GeV, MA/H± = 150 GeV, and Br(H±
! hfW

±) = Br(hf ! ��) = 1. Parton showering

and hadronization were integrated using Pythia version 8.309 [97]. We employed Delphes

high-luminosity card delphes card HLLHC.tcl. For jet clustering, FastJet version 3.3.4 [98],

deploying the anti-kT algorithm [99], was utilized for the jet radius of R = 0.4. At this stage,

we opted not to consider pileup e↵ects.

In Figure 5, we present the photon multiplicity versus the jet multiplicity for the signal

process at the detector level, using a color code to represent the normalized number of events.

These results are derived from 5⇥105 events at the generation level. The findings in Figure 5 are

striking. The signal event, which includes four photons at the parton level, results in a markedly

di↵erent outcome at the detector level. Approximately 70% of events fall under N� = 0, while

around 26% are categorized as N� = 1. Events with N� = 2 are scarce. Instead, the majority

of signal events manifest as two jets.

11

Only 4 events
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Too small background events after the final 
selectionFigure 5: The distribution of photon multiplicity versus jet multiplicity for the signal process pp !

hfH
±

! ���� `
±
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T
following the detector simulation at the 14 TeV LHC. The color code indicates

the normalized number of events. Parameters are set as mhf
= 5 GeV, MA/H± = 150 GeV, and

Br(H±
! hfW

±) = Br(hf ! ��) = 1.

Background Cross section [pb] ngen Background Cross section [pb] ngen

W
±(! L

±
⌫)jj 3.54 ⇥ 103 5 ⇥ 108

W
±
Z 3.16 ⇥ 10 3 ⇥ 106

Z(! L
+
L

�)jj 2.67 ⇥ 102 5 ⇥ 107
Z(! L
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tt̄(! bb̄WL⌫Wjj) 1.23 ⇥ 102 1.2 ⇥ 107
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W
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±
⌫)j� 2.53 ⇥ 10 3 ⇥ 106

W
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±
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Table I: Parton-level cross sections of the backgrounds at the 14 TeV LHC, where L
± denotes e

±
, µ

±
,

or ⌧
±. The number of generated events, denoted as ngen, is also provided.

5 GeV, MA/H± = 150 GeV, and Br(H±
! hfW

±) = Br(hf ! ��) = 1. Parton showering

and hadronization were integrated using Pythia version 8.309 [97]. We employed Delphes

high-luminosity card delphes card HLLHC.tcl. For jet clustering, FastJet version 3.3.4 [98],

deploying the anti-kT algorithm [99], was utilized for the jet radius of R = 0.4. At this stage,

we opted not to consider pileup e↵ects.

In Figure 5, we present the photon multiplicity versus the jet multiplicity for the signal

process at the detector level, using a color code to represent the normalized number of events.

These results are derived from 5⇥105 events at the generation level. The findings in Figure 5 are

striking. The signal event, which includes four photons at the parton level, results in a markedly

di↵erent outcome at the detector level. Approximately 70% of events fall under N� = 0, while

around 26% are categorized as N� = 1. Events with N� = 2 are scarce. Instead, the majority

of signal events manifest as two jets.

11

No reliable distribution for the backgrounds
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Too small background events after the final 
selectionFigure 5: The distribution of photon multiplicity versus jet multiplicity for the signal process pp !

hfH
±

! ���� `
±
E

miss

T
following the detector simulation at the 14 TeV LHC. The color code indicates

the normalized number of events. Parameters are set as mhf
= 5 GeV, MA/H± = 150 GeV, and

Br(H±
! hfW

±) = Br(hf ! ��) = 1.

Background Cross section [pb] ngen Background Cross section [pb] ngen

W
±(! L

±
⌫)jj 3.54 ⇥ 103 5 ⇥ 108

W
±
Z 3.16 ⇥ 10 3 ⇥ 106

Z(! L
+
L

�)jj 2.67 ⇥ 102 5 ⇥ 107
Z(! L

+
L

�)j� 2.09 106

tt̄(! bb̄WL⌫Wjj) 1.23 ⇥ 102 1.2 ⇥ 107
ZZ 1.18 ⇥ 10 106

W
±(! L

±
⌫)j� 2.53 ⇥ 10 3 ⇥ 106

W
±(! L

±
⌫)�� 3.28 ⇥ 10�2 106

W
+
W

� 8.22 ⇥ 10 9 ⇥ 106
Z(! L

+
L

�)�� 1.12 ⇥ 10�2 106

Table I: Parton-level cross sections of the backgrounds at the 14 TeV LHC, where L
± denotes e

±
, µ

±
,

or ⌧
±. The number of generated events, denoted as ngen, is also provided.

5 GeV, MA/H± = 150 GeV, and Br(H±
! hfW

±) = Br(hf ! ��) = 1. Parton showering

and hadronization were integrated using Pythia version 8.309 [97]. We employed Delphes

high-luminosity card delphes card HLLHC.tcl. For jet clustering, FastJet version 3.3.4 [98],

deploying the anti-kT algorithm [99], was utilized for the jet radius of R = 0.4. At this stage,

we opted not to consider pileup e↵ects.

In Figure 5, we present the photon multiplicity versus the jet multiplicity for the signal

process at the detector level, using a color code to represent the normalized number of events.

These results are derived from 5⇥105 events at the generation level. The findings in Figure 5 are

striking. The signal event, which includes four photons at the parton level, results in a markedly

di↵erent outcome at the detector level. Approximately 70% of events fall under N� = 0, while

around 26% are categorized as N� = 1. Events with N� = 2 are scarce. Instead, the majority

of signal events manifest as two jets.

11

Infeasible to enhance the event generation!
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Some terminologies

 : the expected number of events

 : the number of generated events


 : the set of events satisfying “cut”

N
n
Ecut
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Appendix A: Weighting factor method

In this appendix, we elaborate on the Weighting Factor Method (WFM). Our focus sharpens

on the modeling of P (j ! J��) for background processes, where P (j ! J��) represents the

probability of a QCD jet misidentified as a diphoton jet. The extreme scarcity of background

events that pass the final selection criteria makes this approach crucial for attaining reliable

distributions of m�� and M
H

±
T

, which necessitate a substantial number of events. Our discus-

sion in this Appendix focuses on the dominant W
±
jj backgrounds, considering that the next

dominant Zjj backgrounds contribute to only about 10% of the W
±
jj events.11

For clarity in our subsequent discussions, we elucidate some terminologies. The expected

number of events corresponding to a specific luminosity is denoted by N . In realistic simulations,

however, the actual number of generated background events is less than N . For distinction, we

denote it by n. To be more explicit, let us define Ecut as the set of events that fulfill a certain

“cut”. The number of events meeting this cut is determined by the cardinality of the set Ecut:

ncut ⌘ #Ecut. (A1)

In the conventional cut-based analysis, the cross section after the final selection is then given

by

�
cut-based

final
=

X

e2Efinal

1 ⇥
�tot

ngen

=
nfinal

ngen

�tot, (A2)

where �tot represents the total cross section at the parton level.

Let us revisit the cut-flow presented in Table III. Following the basic selection, we have

an accumulative sequence of criteria: (i) E
miss

T
> 50 GeV; (ii) r11 > 0.5; (iii) r12 > 0.5; (iv)

r21 > 0.25; (v) r22 > 0.25; (vi) J1 ! J��; (vii) J2 ! J��. The W
±
jj backgrounds register

counts of nr22 = 1.180⇥105 and nfinal = 51, where the condition r22 represents the accumulated

conditions leading up to r22 > 0.25.

Now we unpack how the WFM modifies �
cut-based

final
. Instead of focusing on the background

events post the final selection, we shift our attention to the more extensive dataset refined by

11 Our rigorous analysis a�rmed that the performance of the WFM for the Zjj backgrounds is similar to that

for W
±

jj.

28
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Appendix A: Weighting factor method

In this appendix, we elaborate on the Weighting Factor Method (WFM). Our focus sharpens

on the modeling of P (j ! J��) for background processes, where P (j ! J��) represents the

probability of a QCD jet misidentified as a diphoton jet. The extreme scarcity of background

events that pass the final selection criteria makes this approach crucial for attaining reliable

distributions of m�� and M
H

±
T

, which necessitate a substantial number of events. Our discus-

sion in this Appendix focuses on the dominant W
±
jj backgrounds, considering that the next

dominant Zjj backgrounds contribute to only about 10% of the W
±
jj events.11

For clarity in our subsequent discussions, we elucidate some terminologies. The expected

number of events corresponding to a specific luminosity is denoted by N . In realistic simulations,

however, the actual number of generated background events is less than N . For distinction, we

denote it by n. To be more explicit, let us define Ecut as the set of events that fulfill a certain

“cut”. The number of events meeting this cut is determined by the cardinality of the set Ecut:

ncut ⌘ #Ecut. (A1)

In the conventional cut-based analysis, the cross section after the final selection is then given

by

�
cut-based

final
=

X

e2Efinal

1 ⇥
�tot

ngen

=
nfinal

ngen

�tot, (A2)

where �tot represents the total cross section at the parton level.

Let us revisit the cut-flow presented in Table III. Following the basic selection, we have

an accumulative sequence of criteria: (i) E
miss

T
> 50 GeV; (ii) r11 > 0.5; (iii) r12 > 0.5; (iv)

r21 > 0.25; (v) r22 > 0.25; (vi) J1 ! J��; (vii) J2 ! J��. The W
±
jj backgrounds register

counts of nr22 = 1.180⇥105 and nfinal = 51, where the condition r22 represents the accumulated

conditions leading up to r22 > 0.25.

Now we unpack how the WFM modifies �
cut-based

final
. Instead of focusing on the background

events post the final selection, we shift our attention to the more extensive dataset refined by

11 Our rigorous analysis a�rmed that the performance of the WFM for the Zjj backgrounds is similar to that

for W
±

jj.
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Appendix A: Weighting factor method

In this appendix, we elaborate on the Weighting Factor Method (WFM). Our focus sharpens

on the modeling of P (j ! J��) for background processes, where P (j ! J��) represents the

probability of a QCD jet misidentified as a diphoton jet. The extreme scarcity of background

events that pass the final selection criteria makes this approach crucial for attaining reliable

distributions of m�� and M
H

±
T

, which necessitate a substantial number of events. Our discus-

sion in this Appendix focuses on the dominant W
±
jj backgrounds, considering that the next

dominant Zjj backgrounds contribute to only about 10% of the W
±
jj events.11

For clarity in our subsequent discussions, we elucidate some terminologies. The expected

number of events corresponding to a specific luminosity is denoted by N . In realistic simulations,

however, the actual number of generated background events is less than N . For distinction, we

denote it by n. To be more explicit, let us define Ecut as the set of events that fulfill a certain

“cut”. The number of events meeting this cut is determined by the cardinality of the set Ecut:

ncut ⌘ #Ecut. (A1)

In the conventional cut-based analysis, the cross section after the final selection is then given

by

�
cut-based

final
=

X

e2Efinal

1 ⇥
�tot

ngen

=
nfinal

ngen

�tot, (A2)

where �tot represents the total cross section at the parton level.

Let us revisit the cut-flow presented in Table III. Following the basic selection, we have

an accumulative sequence of criteria: (i) E
miss

T
> 50 GeV; (ii) r11 > 0.5; (iii) r12 > 0.5; (iv)

r21 > 0.25; (v) r22 > 0.25; (vi) J1 ! J��; (vii) J2 ! J��. The W
±
jj backgrounds register

counts of nr22 = 1.180⇥105 and nfinal = 51, where the condition r22 represents the accumulated

conditions leading up to r22 > 0.25.

Now we unpack how the WFM modifies �
cut-based

final
. Instead of focusing on the background

events post the final selection, we shift our attention to the more extensive dataset refined by

11 Our rigorous analysis a�rmed that the performance of the WFM for the Zjj backgrounds is similar to that

for W
±

jj.
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the r22 condition. For each background event e within the set Er22 , we determine Pe(j1 !

J��) and Pe(j2 ! J��) that serve as weight factors. To compute the joint probability using

these multipliers, we adopt an assumption: the observation of j1 as a diphoton jet remains

statistically decoupled from j2’s categorization. This implies that scenarios in which both jets

are tagged as diphoton jets are derived from the multiplication of their respective weighting

factors. Therefore, the cross section following the final selection, under the WFM framework,

becomes

�
WFM

final
=

X

e2Er22

Pe(j1 ! J��)Pe(j2 ! J��) ⇥
�tot

ngen

. (A3)

It is important to reiterate: for �
cut-based

final
in Equation A2, we consider the nfinal events, while

for �
WFM

final
in Equation A3, we employ the nr22 events.

To model Pe(j ! J��) in practice, we need to compute the ratio of event counts after the

j ! J�� cut to those satisfying the r22 cut. Recognizing that Pe(j ! J��) would naturally

depend on event-specific characteristics like p
j

T
, it is pertinent to focus on the event counts

within a defined kinematic bin when calculating the ratio. Considering that the magnitude of

Pe(j ! J��) is on the order of a few percent, a substantial volume of events that satisfy the

r22 condition must be collected in the reference set. Strategically, we adopt two-dimensional

kinematic bins.12

For any specific event e, we introduce Be as the set of all events within the bin containing

e. Consequently, the probability of a QCD jet being incorrectly identified as a diphoton jet in

event e is given by:

Pe(j ! J��) =
#
�
Ej!J�� \ Be

�

# (Er22 \ Be)
, (A4)

where the criteria within Ej!J�� means the combination of the j ! J�� condition with the r22

cut.

The advantages of WFM become clear when analyzing kinematic distributions. As an illus-

tration, consider a case where # (Er22 \ Be) = 1000. Using the traditional cut-based method

and implementing both j1 ! J�� and j2 ! J�� conditions, most of the kinematic bins become

empty since the joint probability is exceedingly low as 3.8 ⇥ 10�4. It is not feasible to obtain

a reliable kinematic distribution in this case. In contrast, utilizing the WFM method, we can

expect a projection of roughly 0.38 events post-final selection, enabling reliable distributions.

Finally, to confirm the e↵ectiveness of the WFM, we compare its resulting distributions

with those from the traditional cut-based analysis. This comparison is meaningful when the

cut-based analysis accurately reflects the main features of the true distribution after applying

the final selection criteria. However, the ms1is2i distribution in the W
±
jj background is not

12 The binning strategy for m�� and M
H

±

T
distributions varies. For the invariant mass distribution of the two

foremost subparticles in the QCD jet j1,2, we employ the scheme (ms1is2i , p
ji

T
), with i taking values 1 or 2. In

contrast, the M
H

±

T
distribution utilizes the pair (MH

±

T
, p

ji

T
).
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Cross sections in units of fb at the 14 TeV LHC with Ltot = 3 ab�1

Cut BP-7 W
±
jj Zjj tt̄ W

±
j� S

10%

BP�7

Basic 34.8 372 622 27 727 32 052 3 047 1.09 ⇥ 10�3

E
miss

T
> 50 GeV 29.7 318 407 23 274 27 395 2 610 9.01 ⇥ 10�4

r11 > 0.50 24.9 102 182 7 843 4 150 1 214 2.15 ⇥ 10�3

r12 > 0.50 18.7 36 204 2 853 692 541 4.56 ⇥ 10�3

r21 > 0.25 7.06 4 218 323 62.2 55.8 1.49 ⇥ 10�2

r22 > 0.25 2.40 840 61.3 8.61 10.1 2.56 ⇥ 10�2

J1 ! J�� 2.29 18.6 2.31 0.205 0.467 1.01

J2 ! J�� 1.98 0.363 0.0589 0.00 0.00849 22.8

Table III: Cross-section cut-flow chart for BP-7 and the main backgrounds from W
±
jj, Zjj, tt̄, and

W
±
j� at the 14 TeV LHC. The presented cross sections are in femtobarns (fb). The basic selection

criteria and the ratio rij are detailed in the main text. For calculating the signal significance (S),

we take into account a 10% background uncertainty and assume an integrated luminosity (Ltot) of

3 ab�1.

selection. The left panel showcases the pT ratio for the leading subparticle, r1i, while the right

panel focuses on the subleading subparticle, r2i. Solid lines depict results for J1, and dashed

lines correspond to J2.

A primary observation reveals that the r1i value for the signal consistently surpasses 0.5, in-

dicating that the leading subparticle of a diphoton jet contributes almost half of its mother jet’s

pT . In contrast, the ratio for the W
±
jj background typically remains under 0.5. Nevertheless,

a noticeable peak around r1i ' 0.9 in the W
±
jj background suggests that merely imposing

an upper bound on r1i may not su�ciently di↵erentiate the signal from the background. Con-

sequently, we shift our focus to the r2i distributions. While both the signal and background

inherently exhibit r2i < 0.5, the signal’s r2i is notably larger. By imposing a condition of

r2i > 0.25, which corresponds to r1i < 0.75, we adeptly avoid the subtle peak around r1i ⇠ 0.9

in the W
±
jj background.

Based on the aforementioned two characteristics of the signal, we devise a strategy to opti-

mize the signal significance using a cut-based analysis. The cut-flow chart in Table III outlines

the cross sections for the signal and the four main backgrounds—W
±
jj, Zjj, tt̄, and W

±
j�—at

the 14 TeV LHC. We have selected BP-7 as the representative benchmark point for detailed

presentation, as it exemplifies the common trends observed across 18 benchmarks. While we

have comprehensively analyzed other backgrounds of Table I, they are omitted in Table III due

18
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Appendix A: Weighting factor method

In this appendix, we elaborate on the Weighting Factor Method (WFM). Our focus sharpens

on the modeling of P (j ! J��) for background processes, where P (j ! J��) represents the

probability of a QCD jet misidentified as a diphoton jet. The extreme scarcity of background

events that pass the final selection criteria makes this approach crucial for attaining reliable

distributions of m�� and M
H

±
T

, which necessitate a substantial number of events. Our discus-

sion in this Appendix focuses on the dominant W
±
jj backgrounds, considering that the next

dominant Zjj backgrounds contribute to only about 10% of the W
±
jj events.11

For clarity in our subsequent discussions, we elucidate some terminologies. The expected

number of events corresponding to a specific luminosity is denoted by N . In realistic simulations,

however, the actual number of generated background events is less than N . For distinction, we

denote it by n. To be more explicit, let us define Ecut as the set of events that fulfill a certain

“cut”. The number of events meeting this cut is determined by the cardinality of the set Ecut:

ncut ⌘ #Ecut. (A1)

In the conventional cut-based analysis, the cross section after the final selection is then given

by

�
cut-based

final
=

X

e2Efinal

1 ⇥
�tot

ngen

=
nfinal

ngen

�tot, (A2)

where �tot represents the total cross section at the parton level.

Let us revisit the cut-flow presented in Table III. Following the basic selection, we have

an accumulative sequence of criteria: (i) E
miss

T
> 50 GeV; (ii) r11 > 0.5; (iii) r12 > 0.5; (iv)

r21 > 0.25; (v) r22 > 0.25; (vi) J1 ! J��; (vii) J2 ! J��. The W
±
jj backgrounds register

counts of nr22 = 1.180⇥105 and nfinal = 51, where the condition r22 represents the accumulated

conditions leading up to r22 > 0.25.

Now we unpack how the WFM modifies �
cut-based

final
. Instead of focusing on the background

events post the final selection, we shift our attention to the more extensive dataset refined by

11 Our rigorous analysis a�rmed that the performance of the WFM for the Zjj backgrounds is similar to that

for W
±

jj.
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the r22 condition. For each background event e within the set Er22 , we determine Pe(j1 !

J��) and Pe(j2 ! J��) that serve as weight factors. To compute the joint probability using

these multipliers, we adopt an assumption: the observation of j1 as a diphoton jet remains

statistically decoupled from j2’s categorization. This implies that scenarios in which both jets

are tagged as diphoton jets are derived from the multiplication of their respective weighting

factors. Therefore, the cross section following the final selection, under the WFM framework,

becomes

�
WFM

final
=

X

e2Er22

Pe(j1 ! J��)Pe(j2 ! J��) ⇥
�tot

ngen

. (A3)

It is important to reiterate: for �
cut-based

final
in Equation A2, we consider the nfinal events, while

for �
WFM

final
in Equation A3, we employ the nr22 events.

To model Pe(j ! J��) in practice, we need to compute the ratio of event counts after the

j ! J�� cut to those satisfying the r22 cut. Recognizing that Pe(j ! J��) would naturally

depend on event-specific characteristics like p
j

T
, it is pertinent to focus on the event counts

within a defined kinematic bin when calculating the ratio. Considering that the magnitude of

Pe(j ! J��) is on the order of a few percent, a substantial volume of events that satisfy the

r22 condition must be collected in the reference set. Strategically, we adopt two-dimensional

kinematic bins.12

For any specific event e, we introduce Be as the set of all events within the bin containing

e. Consequently, the probability of a QCD jet being incorrectly identified as a diphoton jet in

event e is given by:

Pe(j ! J��) =
#
�
Ej!J�� \ Be

�

# (Er22 \ Be)
, (A4)

where the criteria within Ej!J�� means the combination of the j ! J�� condition with the r22

cut.

The advantages of WFM become clear when analyzing kinematic distributions. As an illus-

tration, consider a case where # (Er22 \ Be) = 1000. Using the traditional cut-based method

and implementing both j1 ! J�� and j2 ! J�� conditions, most of the kinematic bins become

empty since the joint probability is exceedingly low as 3.8 ⇥ 10�4. It is not feasible to obtain

a reliable kinematic distribution in this case. In contrast, utilizing the WFM method, we can

expect a projection of roughly 0.38 events post-final selection, enabling reliable distributions.

Finally, to confirm the e↵ectiveness of the WFM, we compare its resulting distributions

with those from the traditional cut-based analysis. This comparison is meaningful when the

cut-based analysis accurately reflects the main features of the true distribution after applying

the final selection criteria. However, the ms1is2i distribution in the W
±
jj background is not

12 The binning strategy for m�� and M
H

±

T
distributions varies. For the invariant mass distribution of the two

foremost subparticles in the QCD jet j1,2, we employ the scheme (ms1is2i , p
ji

T
), with i taking values 1 or 2. In

contrast, the M
H

±

T
distribution utilizes the pair (MH

±

T
, p

ji

T
).
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Figure 9: Invariant mass distributions for the two leading subparticles in the leading jet (left panel)

and the subleading jet (right panel) at the 14 TeV LHC. All depicted events meet the final selection

criteria. For the stacked W
±
jj and Zjj backgrounds, the WFM is utilized. The expected signals for

BP-6 (blue), BP-12 (orange), and BP-18 (green) are illustrated with solid lines.

Figure 10: Distributions of the transverse mass of the charged Higgs boson after the final selection at

the 14 TeV LHC. The results for the W
±
jj and Zjj backgrounds are displayed in a stacked manner.

The expected signals for BP-6 (red), BP-7 (blue), BP-10 (orange), and BP-12 (green) are represented

by solid lines.

peak around m�� ' 10 GeV emerges as background events increasingly mimic the signal after

meeting all selection criteria. Nevertheless, the resonance peaks in the diphoton invariant mass

distributions are clearly distinguishable from the backgrounds.

In Figure 10, we show the transverse mass distribution of the charged Higgs boson. For the

22

Invariant mass of two leading subparticles

Well-separated resonance peak around mhf
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Figure 9: Invariant mass distributions for the two leading subparticles in the leading jet (left panel)

and the subleading jet (right panel) at the 14 TeV LHC. All depicted events meet the final selection

criteria. For the stacked W
±
jj and Zjj backgrounds, the WFM is utilized. The expected signals for

BP-6 (blue), BP-12 (orange), and BP-18 (green) are illustrated with solid lines.

Figure 10: Distributions of the transverse mass of the charged Higgs boson after the final selection at

the 14 TeV LHC. The results for the W
±
jj and Zjj backgrounds are displayed in a stacked manner.

The expected signals for BP-6 (red), BP-7 (blue), BP-10 (orange), and BP-12 (green) are represented

by solid lines.

peak around m�� ' 10 GeV emerges as background events increasingly mimic the signal after

meeting all selection criteria. Nevertheless, the resonance peaks in the diphoton invariant mass

distributions are clearly distinguishable from the backgrounds.

In Figure 10, we show the transverse mass distribution of the charged Higgs boson. For the

22

Well-separated resonance peak around mhf
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Results in the cut-based analysis at the 14 TeV LHC with Ltot = 3 ab�1

�final [fb] S
10%

�final [fb] S
10%

�final [fb] S
10%

BP-1 1.46 18.5 BP-7 1.98 22.8 BP-13 1.81 21.5

BP-2 1.19 16.1 BP-8 1.68 20.4 BP-14 1.56 19.4

BP-3 0.927 13.4 BP-9 1.37 17.7 BP-15 1.29 17.1

BP-4 0.529 8.71 BP-10 0.900 13.0 BP-16 0.857 12.7

BP-5 0.303 5.49 BP-11 0.582 9.40 BP-17 0.566 9.19

BP-6 0.216 4.09 BP-12 0.457 7.74 BP-18 0.456 7.72

Table IV: Signal cross sections and the significance values after the final selection at the 14 TeV LHC.

Calculations are based on a total integrated luminosity of 3 ab�1 and a 10% background uncertainty.

to their negligible impact.

The final column in Table III o↵ers the signal significance S, defined by [107]:

S =


2(NS + NB) log

✓
(NS + NB)(NB + �

2

B
)

N
2

B
+ (NS + NB)�2

B

◆
�

2N2

B

�
2

b

log

✓
1 +

�
2

B
NS

NB(NB + �
2

B
)

◆�1/2

. (10)

Here, NS denotes the number of signal events, NB the number of background events, and �B =

�BNB the background uncertainty yield. We take a 10% background uncertainty (�B = 10%).

The results in Table III are remarkable. After the basic selection, the four primary back-

grounds overwhelm the signal, yielding the significance to an order of magnitude of 10�3. The

cut on the missing transverse energy, pivotal for neutrino tagging, fails to boost the signifi-

cance due to the presence of a neutrino in the dominant W
±
jj background. The di↵erentiation

becomes evident when applying the pT ratio cuts. By enforcing r11 > 0.5 and r12 > 0.5, we

retain approximately 63% of the signal events that survive the E
miss

T
> 50 GeV cut, while the

backgrounds are diminished to O(10�3). Further imposing pT ratio conditions of r2i > 0.25

e↵ectively suppresses the backgrounds. Yet, the signal significance remains relatively low, hov-

ering around 2.6%.

The last two selection criteria are decisive. We first require that the leading jet must be a

diphoton jet. While this condition significantly reduces the NS/NB ratio, it is not enough to

markedly elevate the significance. The final condition that the subleading jet also be a diphoton

jet is what truly drives up the significance. When accounting for a 10% background uncertainty,

the final significance ascends to 22.8, a�rming the discovery of a very light fermiophobic Higgs

boson.

Moving forward, we present the conclusive results for all 18 benchmark points. Table IV

presents the signal cross sections after the final selection and the corresponding significance
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Figure 11: Model architecture of 1D CNN
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MLP1
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Events features:

VI. MACHINE LEARNING APPROACH FOR HEAVY MH±

In the previous two sections, we underscored the e�cacy of our cut-based analysis strategy

in achieving robust significance values as well as the mass reconstruction of m�� and MH± .

Yet, challenges manifested when addressing the heavy charged Higgs boson. For instance, BP-

6 reached a significance of 4.09, which is not convincing enough to confirm the presence of

the very light fermiophobic Higgs boson. Hence, in this section, we employ machine learning

techniques, with a keen focus on BP-6, BP-12, and BP-18, aiming to enhance the significances.

At the parton-level, the total cross sections for these benchmarks are �tot(BP-6) = 9.62 fb,

�tot(BP-12) = 9.63 fb, and �tot(BP-18) = 9.83 fb.

Let us begin by discussing the preparation of input features. We formulate two distinct

features: the event feature and the subparticle feature. The event feature comprises 21 elements,

constructed as follows:

vevent =
h
p
J1
T
, ⌘J1 ,�J1 ,mJ1 , p

J2
T
, ⌘J2 ,�J2 , (13)
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with M
Ji
T

(i = 1, 2) representing the transverse mass in Equation 12 using p
µ

vis
= p

µ

Ji
+ p

µ

`
. For

normalization, the feature elements with a mass dimension are divided by 500 GeV. This list

includes the transverse momentum pT, the invariant mass mJi , the missing transverse energy

E
miss

T
, and the transverse mass MJi

T
.

The subparticle feature is divided into two vectors associated with J1 and J2. Each Ji

category includes the 10 leading subparticles, each characterized by three attributes: pT , ⌘,

and �. As a result, the total dimension of the subparticle feature is 30⇥ 2. The coordinates ⌘

and � of a given subparticle are adjusted to be relative to their mother jet. We divide the pT

values by 100 GeV for normalization. To emphasize the photons, other particles (hadrons) are

assigned a value of zero for all three attributes.

Our network architecture, illustrated in ??, consists of three main components: a one-

dimensional (1D) CNN block and two multilayer perceptrons (MLP1 and MLP2). The 1D

CNN block is responsible for processing the subparticle feature, whereas MLP1 handles the

event feature. MLP2 merges the outputs from both the 1D CNN and MLP1 to produce the

final model prediction. For those interested in the datasets and the detailed operation of the

deep learning model, we have made them available on our GitHub repository.10

Diving into the details, the 1D CNN block comprises nine 1D convolutional layers. The first

layer uses a kernel size of 3 and its output goes through a sigmoid function, which maps the

values between 0 and 1. Functioning as attention weights, these values are multiplied by each

10 https://github.com/chofchof/light-hf-ml/
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selection threshold xcut on the outputs of all the test samples. Finally we then determine the

comprehensive significance metric S in Equation 10.

Given two threshold options, xcut = 0.5 and xcut = 0.9, we present the signal significances

for BP-6, BP-12, and BP-18 as follows:

xcut = 0.5 : S
10%

BP-6
= 9.0, S

10%

BP-12
= 15.4, S

10%

BP-18
= 15.0;

xcut = 0.9 : S
10%

BP-6
= 18.9, S

10%

BP-12
= 33.2, S

10%

BP-18
= 32.4.

(16)

The outcomes from our CNN machine learning approach are indeed outstanding. Even with the

conservative threshold of xcut = 0.5, BP-6 now reaches a significance of 9.0. Furthermore, both

BP-12 and BP-18 witness approximately 100% increases in their significances when compared to

the results from the cut-based analysis. Opting for the more aggressive threshold of xcut = 0.9

yields even more enhanced significances. Collectively, these outcomes emphatically demonstrate

the e↵ectiveness of our model architecture.

VII. CONCLUSIONS

We have comprehensively studied the phenomenological signatures associated with a very

light fermiophobic Higgs boson hf with a mass range of mhf
2 [1, 10] GeV at the 14 TeV LHC.

The light hf is postulated under the condition ↵ = ⇡/2 within the inverted Higgs scenario of the

type-I two-Higgs-doublet model. Through an exhaustive scan of the parameter space, taking

into account theoretical requirements, experimental constraints, and the cuto↵ scale exceeding

10 TeV, we demonstrated that the mhf
2 [1, 10] GeV range retains a substantial number of

viable parameter points. This is largely attributed to the experimental complexities of detecting

the soft decay products of hf . Importantly, this mass range results in strictly defined parameter

space, ensuring predictable phenomenological signatures. Two standout features of the viable

parameter space are: (i) the BSM Higgs bosons have a single dominant decay mode, such as

hf ! ��, H±
! hfW

±, and A ! hfZ; (ii) MH± and MA are relatively light below . 330 GeV.

Building on these insights, we have proposed a golden channel, pp ! hfH
±

! ����`⌫, for

exploration of hf at the HL-LHC.

A serious challenge surfaces as the two photons from hf ! �� fail to meet the photon

isolation criteria, due to their high collimation within �R < 0.4. As a result, the final

state (characterized by four photons) usually manifests as two jets, thereby facing immense

QCD backgrounds. To address this, we shifted our focus to the subparticles within the jet,

identifiable as EFlow objects within the Delphes framework. This approach facilitates the

extraction of information about a subparticle’s type (EflowPhoton, EflowNeutralHadrons, or

EflowChargedHadrons), subsequently enabling the probing of diphoton jets. The challenges

posed by pronounced pileups, which could blur the distinction between diphoton jets and QCD

jets, are e↵ectively addressed by our innovative pileup subtraction method—a hybrid solution

combining charged hadron subtraction with SoftKiller.
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6. Conclusions

• The very light fermiophobic Higgs boson in type-I 2HDM 
yields a jet consisting of two photons. 


• HL-LHC has a high discovery potential to the very light 
fermiophobic Higgs boson via probing diphoton jets. 


• Mass reconstructions can identify the origin of exotic 
diphoton jet signals. 
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